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ABSTRACT 

 Ionic liquids (ILs) are being tested as potential replacements for electrolytes in 

energy-related applications. Bimolecular electron transfer (ET) reactions play a central 

role in many of these applications, making it important to obtain a fundamental 

understanding of ET in ionic liquids, which may differ from the well-understood case of 

ET in conventional dipolar solvents.  Because reactant diffusion is slow and only partially 

understood in ionic liquids, diffusion often masks the underlying ‘pure’ ET dynamics.  

This dissertation explores two approaches to circumventing reactant diffusion in order to 

learn more about ET reactions in ionic liquid environments:  study of a covalently linked 

electron donor-acceptor dyad and measurements of electron transfer between a solute and 

an electroactive ionic liquid.  Reactions in both cases occur over a range of femtosecond 

to nanosecond times and is probed via fluorescence quenching measurements using time-

correlated single photon counting and Kerr-gated emission spectroscopy. 

In the first study, a new intramolecular electron donor-acceptor probe was 

synthesized by covalently linking the photoacceptor coumarin 152 with the electron 

donor dimethylaniline to create a C152-DMA dyad for use in probing dynamical solvent 

effects in ionic liquids.  Molecular dynamics simulations of this dyad show considerable 

conformational flexibility of the linker group, but only over a range of geometries where 

ET rate-determining parameters are expected to vary minimally.  Steady-state and time-

resolved fluorescence spectra demonstrate that the C152-DMA dyad is highly responsive 

to solvent polarity. ET rate constants are shown to vary by a factor of >105 between 

nonpolar and high polarity conventional solvents.  Results in the few ionic liquids 
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examined show that C152-DMA is also sensitive to solvent fluidity or solvation times.  

Unfortunately, sensitivity to hydrolysis in the presence of acidic impurities limits this 

dyad’s use to ionic liquids of high purity.   

 In the second study, the neat ionic liquid 1-butylpyridinium 

bis(trifluoromethylsulfonyl) imide ([Py4][Tf2N]) was used the acceptor in ET reactions 

with 12 coumarin dyes which act as photo-excited electron donors.  There have been a 

number of such studies of reaction between solutes and neat redox active conventional 

liquids, primarily coumarin dyes in neat aromatic amines; however, the work reported 

here is the first in a neat reactive ionic liquid.  The spectroscopy of the coumarins in 

[Py4][Tf2N] was characterized along with two reference solvents, acetonitrile and a 

nonreactive imidazolium ionic liquid, all of which similar polarities.  Electronic 

properties, such as absorption and emission frequencies are found to be nearly the same 

between the three solvents, allowing data in acetonitrile to be used to estimate the 

electron transfer driving force for all reactions, which are found to span a range of nearly 

0.70 eV. Stern-Volmer analyses of the quenching by 1-butylpyridinuum dilute in 

acetonitrile solution yielded bimolecular rate constants kq that were found to be positively 

correlated with the driving force, but close to the diffusion limit in all cases. In the neat 

quenching ionic liquid, electron transfer times varied by about a factor of ~300, ranging 

from 0.3 ps to 100 ps. The measured rates are remarkably similar to those found for 

coumarins in neat quenching aromatic amine solvents despite the difference of >0.5 eV 

difference in driving force, due to the much higher polarity of [Py4][Tf2N].  What 

dynamical factors ultimately control the rates of these reactions -- modulation of the 
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energetics by solvation dynamics or modulation of electronic coupling by small-

amplitude motions of the reactant pairs, is not clear at this point. 
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Chapter 1 
 

Introduction 

Electron transfer is one of the most fundamental reactions in chemistry. Many 

essential biological processes involve the movement of electrons. Photosynthesis is the 

most commonly referenced example:  plants use sunlight to push an electron through an 

enzyme transport chain in order to ultimately store energy in the form of adenosine 

triphosphate.1 Biological electron transfer reactions occur in the complex environments 

found within living cells and rely on a sensitive balance of pH, ionicity, and solvent 

polarity in order to catalyze individual reaction steps and overcome energetic barriers. 

Many attempts have been made to mimic nature’s approach with man-made solar cells in 

order to capture solar energy and convert it into electricity for immediate use or store it in 

chemical form.  Such devices employ various electrolyte solutions as media through 

which charges are transported during the capture and conversion of sunlight to these 

more useful forms.2,3  Fine tuning the properties of the electrolytes employed, such as the 

solvent polarity and fluidity can lead to better charge separation, and transport by shifting 

energy barriers, changing reactant diffusion rates, or refining intermolecular interactions. 

Numerous studies since the 1940’s have tried to understand what factors are important 

for optimizing charge separation and transport in conventional solvent electrolytes. In the 

past decade, ionic liquids have emerged as candidates for replacing conventional solvents 

in these applications due to favorable properties such as such as their low volatilities, 

high conductivities and wide electrochemical windows.  
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The research described in this dissertation aims to determine how electron transfer 

kinetics differ in an ionic liquid compared to conventional solvents.  As background, this 

Introduction will describe the essentials of electron transfer theory, briefly review the 

developments in the electron transfer since the 1950’s and summarize what is currently 

known about electron transfer in ionic liquids.  

1.1 Basics of Photoinduced Electron Transfer Theory 

 Bimolecular electron transfer can be studied using a number of methods. One of 

the most popular is time-resolved fluorescence probing of photoinduced electron transfer 

(PET) reactions, due to the ease it provides for both triggering the reaction and tracking 

the ensuing kinetics. PET can be described as a three-step process, as outlined in Figure 

1.1.4 First, light is used to excite a fluorophore (F), which could be either the electron 

donor or acceptor. For this discussion, F will be the electron acceptor, Q the donor, and F 

and Q are both uncharged before reaction. The reactants diffuse following excitation, and 

if the fluorophore encounters the quencher before it fluoresces, a reactive complex, 

[QF*], can form. The rate of complex formation is controlled by the rate of diffusion both 

reactants and their concentrations. Once the reactive complex is formed, the forward 

electron transfer (charge separation) will proceed at a rate kET, forming a pair of radical 

ions. These products then can either diffuse apart and form free ions, or the back reaction 

(charge recombination, k-ET) can occur to return to neutral molecules.  

Assuming the reaction occurs within the lifetime of the fluorophore, steady-state analysis 

can be used to estimate the overall rate of PET. While Figure 1.1 shows the general 
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scheme, in many cases, one can assume k-ET is negligible. This simplification yields 

Equation 1.1, where d[Q+F-]/dt is the experimentally observable rate of the fluorescence 

quenching.4  

![#!$"]
!&

=	 '#'$%
'"#('$%

[𝐹∗][𝑄].                                              (1.1) 

If k-d >> kET, then diffusion is the rate limiting step. The rate simplifies to Equation 1.2, 

where the quenching rate constant depends only on the equilibrium constant for the 

formation of the reactive complex, Keq = kd/k-d and the electron transfer rate constant kET.  

![#!$"]
!&

	≈ '#
'"#

𝑘*+[𝐹∗][𝑄].                                                (1.2) 

If the fluorophore and quencher are linked by covalent bonds, creating an intramolecular 

rather than intermolecular reaction, diffusion becomes irrelevant and the rate of electron 

transfer is directly determined from the observed quenching rate, as shown by Equation 

1.3.  

![#!$"]
!&

≈ 𝑘*+[𝑄𝐹∗]                                                 (1.3)  

The work for this dissertation takes advantage of this simplification to measure the 

electron transfer rate as different parameters are varied. 

In 1992, Rudolph A. Marcus won the Nobel Prize in Chemistry for his work 

developing the theory for predicting the electron transfer rate constants kET and k-ET.5-8  

Marcus theory assumes a linear response of the nuclear degrees of freedom (both intra 

and intermolecular) to the electronic state of [QF*], which implies the reactant and 

product free energies can be described as equal curvature parabolas along the reaction 

coordinate, as illustrated in Figure 1.2. The reaction is assumed to only occur when the 

free energy of reactants (blue curve, [QF*]) is equal to that of products (red curve, [Q+F-
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]). This point is called the ‘transition state’.  The free energy difference between the 

lowest energy of the reactant state and the transition state is the free energy of activation, 

∆𝐺‡.   When the reactants reach this intersection, the system has some finite probability 

of jumping from the reactant surface to that of the products and forming the charge 

separated species [Q+F-]. Transition state theory predicts the rate of transfer from the 

reactant to product surfaces depends on this activation energy, as shown in Equation 1.4. 

𝑘*+ = 𝐴exp D− -.‡

''+
F.                                               (1.4) 

One of the key results of Marcus theory was to show that the barrier height can be 

estimated in terms of the reorganization energy 𝜆 and the free energy change, ∆𝐺*+, 

using Equation 1.5. 

𝛥𝐺‡ = (0.$%(1)(

31
.                                                    (1.5) 

The reorganization energy, 𝜆, can be defined as the energy difference on the reactant 

surface between q = qR and q = qP, i.e. l = GR(qP) - GR(qR).4 Reorganization energy can 

be spilt into two components, inner and outer sphere. The inner sphere component refers 

to the energy associated with intramolecular relaxation, such as changes in bond length 

and angles needed to adapt to the new charge state. The outer-sphere reorganization 

energy refers to the relaxation of the solvent surrounding the reacting pair and directly 

relates to the dielectric constants of the solvent. For photoinduced electron transfer 

reactions, the reaction free energy can be estimated using the Rehm-Weller equation9  

∆𝐺*+ = 𝑒𝐸4/4(67 − 𝑒𝐸8/89:;! −	∆𝐺<= −
;(

>!
                                     (1.6) 
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The oxidation and reduction potentials of the donor and acceptor, 𝐸4/4!
67  and 

𝐸8/8":;!  respectively, are typically measured by cyclic voltammetry. The free energy 

difference between the ground and excited states of the fluorophore, DG01, is estimated 

from steady state absorption and emission spectra. The last term estimates the 

contribution from Coulomb forces between charged products. 

One of the remarkable features of Marcus theory is that it predicts the rate of 

reaction will not always increase with increasing driving force (-DGET). If one can vary 

this driving force at fixed reorganization energy, Equation 1.5 predicts ∆𝐺‡ first increases 

at low values of -DGET.  When the [Q+F-] free energy surface passes through the 

minimum of the [QF*] surface, as shown in Figure 1.3, the reaction becomes barrierless 

and kET is maximal.  As the driving force increases past this point, the transition state 

moves to the left of the minimum and the barrier begins to increase again. This region is 

called the Marcus inverted region, where the electron transfer rate slows as -DGET 

becomes even larger and the barrier grows higher.   

Marcus theory culminates in Equation 1.7, which describes the relationship 

between the electron transfer rate and the three variables of interest: the reaction free 

energy, ∆𝐺*+, the electronic coupling, HDA, and the reorganization energy, 𝜆. This 

equation establishes the turnover in rate with increasing driving force, as well as 

providing an explicit expression for the prefactor A in Equation 1.4, which can be related 

to the frequency of attempting to cross from the reactant to the product surfaces once the 

transition state energy is achieved. 

𝑘*+ =
?@
ℏ

B)*
(

C3@1''+
𝑒𝑥𝑝 D− (∆.$%(1)(

31''+
F                                         (1.7) 
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The electronic coupling constant, HDA describes the mixing of wavefunctions of the 

diabatic reactant and product states before electron transfer.4 The larger the mixing, the 

more frequently the reaction occurs. The coupling can be estimated using computational 

methods, such as Mulliken-Hush analysis,10 Boys-localized diabatization,11 and 

constrained DFT.12,13 

In summary, Marcus theory provides a relatively simple model that 

experimentalists can use to describe electron transfer kinetics using only three variables: 

the reorganization energy 𝜆, the electronic coupling, HDA, and the driving force ΔGET.  

1.2 Electron Transfer Kinetics in Conventional Solvents 

In order to compare the differences in driving force to rates of ET and test 

Marcus’s theory, bimolecular electron transfer studies became popular in the 1960’s.  The 

earliest experiments were done in dilute solutions of donor and acceptor molecules with 

varying redox potentials chosen to cover wide ranges of driving force.14,15 Prominent 

among these studies is the landmark work of Rehm and Weller,14 who found that the 

electron transfer rate did not turn over at higher driving forces as predicted; instead the 

curve flattened at the rate of diffusional approach (kd in Fig. 1.1) without decreasing even 

for very large values of driving force.14  Their compilation of the rates of over 60 donor–

acceptor pairs is shown in Figure 1.4. As described by Equation 1.1, bimolecular reaction 

rates depend on both the rates of electron transfer rate and diffusion, and when diffusion 

is the rate-limiting step, the value of kET cannot be obtained from the bimolecular rate 

constant kq, hence the flattening of the curve. However, the fact that kq did not decrease 
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as predicted (dashed curve in Figure 1.4) for very large -DGET, seemed to discredit 

Marcus’ theory, and the reality of the so-called inverted region was questioned.   

Validation came for the inverted region came with improved ultrafast methods in 

the 1980’s. In order to overcome the limitations of diffusion, the reactants needed to be 

within electron transfer distance. One popular method for ensuring this proximity was to 

create a covalent bridge between the donor and acceptor molecules and study 

intramolecular electron transfer. Ideally, this bridge would be rigid to fix the distance and 

orientation between the donor and acceptor, and the driving force systematically varied 

by chemical substitution of the donor and/or acceptor.16-27 The first observations of the 

Marcus turnover were made by Closs and Miller in 1984, who attached different electron 

acceptors to a long, rigid spacer whose other end held an electron donating biphenyl 

moiety.28  The molecules involved and the rates measured using pulsed radiolysis are 

shown in Figure 1.5.  This work was revolutionary in demonstrating the Marcus turnover, 

and it was quickly followed by several similar studies involving intramolecular dyads 

with a variety of other donor-acceptor pairings.29-32 

In the 1990’s, further advances in time-resolution enabled a different approach to 

defeat the diffusion limit: fluorescence quenching in neat reactive solvents. In most cases, 

aniline derivatives were used as electron donating solvents with perylene33-36 or 

coumarins37-41 as dilute photoexcited electron acceptors. This method ensured that the 

first solvation shell of the acceptor was comprised entirely of the electron donating 

molecules, with no need for diffusion. All of these studies found fast quenching kinetics, 

but fluorescence decays were nonexponential, corresponding to distributed kinetics.  The 

distributed character of these reactions was partly attributed to the electronic coupling 
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(HDA in Eq. 1.7) between donor and nearby acceptor molecules being variable, because of 

the range of possible orientations, distances, and angles between the electron acceptor 

and the surrounding electron donating molecules.36,37 Nevertheless, use of different 

pairings of donor and acceptor in order to vary DGET showed electron transfer rates in 

these reactions do increase with driving force in the manner predicted by Marcus theory 

in the normal regime.  Thus far such measurements have not yet been extended to the 

Marcus inverted regime.33,42  

1.3 Electron Transfer Kinetics in Ionic Liquids 

In the 2000’s, ionic liquids became a new focus of electron transfer research.  The 

goal in such studies was to understand the effect of a purely ionic system on electron 

transfer. A number of groups have recently examined electron transfer in ionic liquids, in 

part because of their promise as an alternative for electrolytes in energy-related 

applications. Ionic liquids in current use are typically composed of an organic cation, 

such as an pyridinium, alkylammonium, or imidazolium cation, often with asymmetrical 

alkyl tails, and an inorganic anion, such as tetrafluoroborate or 

bis(trifluoromethylsulfonyl)imide.43 If it is difficult for the two ions to crystallize, the 

system can remain a liquid without the need for any solvent. Ionic liquids are currently 

being used in industrial separation technologies, for example to make biofuels from 

seaweed and extract cellulose from trees to make fibers.44 One of the key advantages of 

ionic liquids is the ability to vary the molecular structures of each ion to fine-tune  
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physical properties such as melting point, viscosity, conductivity, and solubility.43,45 

Because of this ability, ionic liquids have earned the nickname “designer solvents”.46  

Ionic liquids are particularly favorable as electrolytes due to their wide electrochemical 

windows and high conductivities, which lends well to charge transport. Additionally, 

ionic liquids have low volatilities and are thus nonflammable, providing safer alternatives 

to most organic solvents. A few commonly used examples of ionic liquid components are 

shown in Figure 1.6. 

For bimolecular electron transfer reactions in conventional solvents, Equation 1.8 

is usually sufficient for estimating diffusion-limited bimolecular reactions rates with 

reasonable accuracy.47 This equation predicts reaction rates to be inversely proportional 

to the bulk viscosity of the solvent, h.  

𝑘! =
E''+
FG

.                                                           (1.8) 

Bimolecular electron transfer reactions in ionic liquids are hindered by their high 

viscosities, which dramatically slows molecular diffusion. Studies using differential 

encounter theory have broken down the measured kinetics into three regimes based on 

distance between the reacting molecules: static (where the two molecules are already 

close to one another, revealing the fastest rate constant k0), nonstationary (the time 

window during which most evolution of the reactant pair distribution occurs), and 

stationary (when the equilibrated diffusion limited rate, k¥), shown in Figure 1.7.48,49 In 

solvents such as ionic liquids, the nonstationary regime is exaggerated because of their 

high viscosity, which forces the kinetics to become more distributed than in conventional 

solvents as solvation time slows.50-52 Equation 1.8 is only an estimate for the rate constant 
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k¥ associated with the stationary regime.  As illustrated in Figure 1.7, because reaction 

proceeds faster during the static and nonstationary regimes, Equation 8 underestimates 

reaction rates in ionic liquids, sometimes by factors of up to 100.23,53 

Additionally, the way in which reactants interact with the ionic liquid 

environment can lead to significant variations in diffusion rates and thus diffusion-limited 

reaction rates.  Neutral solutes, such as dimethylaniline and most coumarins, appeared to 

react at rates much faster than the predicted by Eq. 1.8.54-56 On the other hand, charged 

molecules, like ruthenium derivatives with neutral partners, seemed to react much more 

slowly.57-59  As described by a few computational works, charged solutes are “trapped” 

by Columbic forces within a solvation shell to a much greater extent than are neutral 

molecules.60-62 Additionally, neutral compounds more frequently occupy the nonpolar 

regions of the long alkyl chains, giving a higher likelihood of two neutral reactants being 

within reaction radius. These two effects cause significant and opposing deviations 

predictions of Equation 1.8.  

1.4 The Research Described in this Dissertation 

In order to understand electron transfer in ionic liquids without the influence of 

diffusion, intramolecular electron donor-acceptor dyads have been studied in ionic liquids 

as they have been in conventional solvents.16-27  Chapter 3 describes a new dyad molecule 

constructed by connecting a coumarin dye, which acts as a fluorophore and electron 

acceptor, with a dimethylaniline moiety, which acts as the electron donor. Results of 
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experiments characterizing this dyad in over twenty different solvents, which span wide 

ranges of polarity and viscosity, are used to compare solvent effects in conventional and 

ionic liquids. Just like the bridged compounds in conventional solvents, intramolecular 

electron transfer rates in ionic liquids roughly track solvation time. Most dyads in the 

literature have fairly strong coupling, which allows for more through-bond electron 

transfer than through space. Weaker coupling with a nonconjugated bridge between the 

donor and acceptor in a dyad may better compare to a bimolecular reaction. The electron 

transfer dyad discussed in Chapter 3 was created to help fill this gap. This project 

demonstrated clear relationships between solvent polarity and viscosity and the electron 

transfer rate of the dyad. 

Chapter 4 describes fluorescence quenching measurements of electron transfer 

between coumarin dyes and a neat pyridinium ionic liquid. Whereas analogous reactions 

between fluorophores and neat aniline-based solvents have been studied since the late 

1990’s, this is the first such study in an ionic liquid.  It was found that the electron 

transfer rates between the coumarins and the reactive ionic liquid was similar to reactive 

conventional solvents, despite the large difference in driving force due to the higher 

polarity of the ionic liquid. 
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Figure 1.1: Schematic of photoinduced electron transfer kinetics between an excited 
fluorophore (F*) that acts as an electron acceptor and a quencher (Q) that acts as an electron 
donor. k0 is the rate of normal fluorescence of the fluorophore in the absence of quenching. 
kd and k-d are the diffusion rate constants of the quencher and the fluorophore. kET and k-ET 

are the rates of electron transfer and the back electron transfer between the complexed pair.                     
 



 

 

 
  

 

 
Figure 1.2: Marcus theory diagram of Gibbs free energy vs. electron transfer reaction 
coordinate.  
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Figure 1.3: Free energy diagrams demonstrating reactant and product potential energy 
surface overlap types as reorganization energy remains constant. (a) the normal region, 
where 0 ≤	-DGET (b) a barrierless reaction where D𝐺‡ = 0 and (c) the Marcus inverted 
region where D𝐺‡ > 0 with the barrier on the opposite end of the parabola. 
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Figure 1.4: Bimolecular fluorescence quenching rates as a function of Δ𝐺*+, taken from  
the work of Rehm and Weller.14 
 



16 

 

 
 
  

 

 
Figure 1.5: Electron transfer rates of intramolecular donor-acceptor dyads in 
methyltetrahydrofuran by Closs and Miller, which was the first to conclusively prove the 
existence of the Marcus turnover, taken from their work in 1984.29  Reprinted (adapted) 
with permission from  J. R. Miller, L. T. Calcaterra, and G. L. Closs, "Intramolecular long-
distance electron transfer in radical anions. The effects of free energy and solvent on the 
reaction rates," J. Am. Chem. Soc. 106 (1984). Copyright 2020 American Chemical 
Society. 
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Figure 1.6: Ionic liquids are comprised of a cation and an anion, some examples of which 
are shown here. R1 and R2 represent alkyl chains of the cations. 
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Figure 1.7:  Calculated reaction rates in solvent from differential encounter theory and the 
effect of viscosity on the non-stationary and stationary regimes.  Reprinted (adapted) with 
permission from A. Rosspeintner, M. Koch, G. Angulo, and E. Vauthey, "Spurious 
Observation of the Marcus Inverted Region in Bimolecular Photoinduced Electron 
Transfer," J. Am. Chem. Soc. 134, 11396-11399 (2012).  10.1021/ja3049095. Copyright 
2020 American Chemical Society. 
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Chapter 2 
 

Experimental and Analysis Methods 

2.1 Experimental Methods 

2.1.1 Materials 

A majority of the fluorescent molecular probes used in this dissertation were 

coumarin dyes. The standard labeling scheme and a few representatives are shown in 

Figure 2.1. Coumarins are frequently used in fluorescence spectroscopy due to their high 

quantum yields and their long fluorescence lifetimes (nanosecond scale) in most 

conventional solvents, making them excellent molecular probes for monitoring reactions 

or other processes that occur on sub-nanosecond time scales. Additionally, their energetic 

properties can be easily tuned by varying the substituents at the 3, 4, or 7-positions.1,2 All 

coumarins were used as purchased from Exciton or Kodak with a stated 99% purity. 

For the project discussed in Chapter 3, an electron transfer dyad molecule comprised of 

coumarin 152 as the photoexcited electron acceptor, dimethylaniline as the electron 

donor, and a methylene spacer was synthesized by collaborators Gary Baker and Durgesh 

Wagle from the University of Missouri.  The structure is shown in Figure 2.2; full details 

of the synthesis and purification can be found in Chapter 3. 

Conventional solvents were purchased from OmniSolv, Sigma-Aldrich, or Fluka 

in HPLC or spectroscopic grades. All ionic liquids were purchased from IoLiTec with a 
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stated purity of 98% and were selected based for high optical quality. Ionic liquids were 

further purified to minimize emission from impurities that often overlap with the S0-S1 

absorption bands of the molecular probes studied. This was done by dissolving the ionic 

liquid in a mixture of dichloromethane and activated charcoal and heating to 60℃	under 

vacuum for 36 hours. Once the dichloromethane was evaporated, the resulting solution 

was filtered using a silica column to remove the activated charcoal and remaining 

impurities.3 

Solvents used in these studies were tested for water content using a Mettler 

Toledo DL38 Coulometric Karl-Fischer titrator.  All solvents were tested in triplicate and 

any solvent with a water content over 100 ppm was dried. Conventional solvents such as 

acetonitrile or dimethylsulfoxide were dried over molecular sieves. Ionic liquids were 

dried overnight on a Schlenk line at a pressure of approximately 30 mtorr with stirring 

and slight heating. Before use in fluorescence experiments, all samples were also purged 

with nitrogen in order to remove oxygen impurities, which are known to quench 

fluorescence.  

2.1.2 Steady State Spectroscopic Measurements 

UV-Vis absorption spectra give information on the electronic ground state. 

Spectra were measured using a Hitachi U-3000 UV-Vis spectrophotometer with 1 nm 

resolution and 60 nm/s scan rate. Most samples were measured in 1 cm quartz cuvettes, 

but in a few cases cuvettes with 1 mm path lengths were used in order to conserve sample 

or solvent.  Solvent blanks were measured for each solvent and subtracted from the 
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sample spectra.  Solvent spectra are measured separately rather than being ratioed to the 

sample during data collection in order to observe whether any visibly absorbing 

impurities were present in the solvent.  Sample concentrations were chosen to have an 

optical density of approximately 1.0 in order to provide good S/N and accuracy after 

background subtraction. 

Steady-state fluorescence was measured with a SPEX Fluorolog 212 fluorimeter. 

All emission spectra were recorded with slit widths set to 2 mm with a 1 second 

integration time, resulting in a 2 nm resolution. (Smaller slit widths yield greater spectral 

resolution, but also cut down the signal level considerably.4) In order to adjust for the 

wavelength-dependent response of the fluorimeter, the spectra were corrected using the 

emission spectra of six reference dyes spanning the range of 310-840 nm, according to a 

published procedure.5 The correction file is remade for the instrument once per year or 

after a new lamp is installed. 

Before measuring a sample’s fluorescence, an absorption spectrum was first 

measured to determine the excitation wavelength to be used and to estimate the optical 

density of the sample. For fluorescence spectra, the optical density should be between 

0.1-0.2 in order to prevent self-quenching due to the filter effect.4 Fluorescence intensity 

can be collected either in right-angle or front-face geometries. Right-angle detection is 

preferred to reduce the amount of reflected excitation light and was used for all samples 

in 1 cm cuvettes. The front-face method was used for samples made in 1 mm cuvettes. 

Background solvent emission spectra were also measured and subtracted from the sample 

spectra before processing. This was especially important for ionic liquid samples, as they 

frequently contain some solvent fluorescence.  
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2.1.3 Time-Correlated Single Photon Counting Measurements 

Time resolved measurements in the ps – ns range used the home-built time-

correlated single photon counting (TCSPC) setup, shown schematically in Figure 2.3. 

The light source for this system is a cavity-dumped Ti:Sapphire laser with a fundamental 

wavelength that can be tuned between 700-1000 nm. For most experiments, the 

wavelength was set to approximately 800 nm, which was frequency doubled to ~400 nm 

using a b-barium borate (BBO) crystal. The output of the PulseSwitch cavity dumper is 

split into two beams using a beam splitter (BS), which directs about 5% of the beam to a 

photodiode. The photodiode uses this pulse as a stop signal for the time-to-amplitude 

converter.4 A 20 ns delay cable is used to delay this stop signal relative to the start signal 

coming from a fluorescent photon. The transmitted portion of the beam continues to 

travel through a half-wave plate (l/2) to rotate the polarization to vertical and is then 

focused onto the BBO crystal to be frequency-doubled. The doubled light is direct 

through either the front-face excitation path or the right-angle excitation path to the 

sample. As in steady-state fluorescence measurements, right-angle excitation is used for 

samples in 1 cm cuvettes and front-face excitation is used for samples in 1 mm cuvettes. 

Independent of the path, the beam is passed through another half-wave plate (l/2) and a 

polarizer P1 to control the light intensity used to excite the sample. The fluorescence of 

the sample is collected at the magic angle (54.7°) relative to the excitation (to eliminate 

the effects of solute rotation) and passed through an optical filter (F) to prevent reflected 

excitation light from entering the monochromator. The filtered light wavelength selected 

by a monochromator (HFAC-26, Becker & Hickl GmbH) usually with 4 nm resolution  
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and detected by a multi-channel plate photomultiplier tube (MCP-PMT). For each 

sample, a collection wavelength is specified using the computer, which is often the peak 

of the steady state emission spectrum. For every photon that enters the MCP-PMT, an 

electrical pulse is generated and amplified until it reaches a constant fraction 

discriminator.4 This step records this as the signal to start the MCA and records the 

difference between the fluorescent photon arrival and the photodiode stop signal. A 

histogram of these data is collected over time to produce an emission decay. Data 

collection is continued until at least ten thousand counts have been accumulated at the 

peak channel. For highly fluorescent samples and MCA bin width of ___, this might take 

only a few minutes, but for less fluorescent samples, it may take up to 30 minutes. 

For the purpose of fitting and analysis, an instrument response function (IRF) is 

usually deconvoluted from the emission decays measured by TCSPC, in order to partially 

remove instrumental broadening of fast emission components. To record an IRF, a 

scattering sample, most frequently a suspension of powdered coffee creamer in water, 

was used. The full-width half-maximum (FWHM) of the IRF was usually measured to be 

25 ps. The deconvolution of the IRF from the emission decay was performed using a 

convolute-and-compare algorithm written by Dr. Christopher Rumble, which is further 

detailed in section 2.2.1.  

2.1.4 Kerr-Gated Emission Spectroscopy 

Kerr-gated emission (KGE) spectroscopy is an ultrafast method that collects 

emission spectra from 400 – 700 nm using a charge-coupled device (CCD) camera.  Our 
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instrument has an IRF of approximately 400 fs. This technique was used to measure 

samples with lifetimes faster than the 25 ps IRF of TCSPC. A schematic is shown in 

Figure 2.4. An amplified pulse at 388 nm from a regeneratively amplified Ti:Sapphire 

laser is split (BS) into gate and pump beams. The pump beam is doubled using a BBO 

crystal and used to excite the sample, which is contained in a 0.5 mm flow cell (SC). 

Fluorescence is collected and focused using a Schwarzschild objective (SO) and passed 

through an optical filter (F1) to remove the excitation light. The remaining light is passed 

through a vertical polarizer (GL) and directed through the benzene flow cell (BC). The 

gate pulse, after transiting a delay stage is overlapped with the fluorescence inside the 

benzene cell.  When the gate pulse reaches the benzene cell, a transient birefringence (an 

elliptical polarization) is induced, which rotates the vertically polarized fluorescence by a 

few degrees, enabling a few percent of the fluorescence to pass through the second 

polarizer (GT), which is horizontally oriented. By changing the distance travelled on the 

delay stage, the fluorescence spectrum can be measured at different times.  Time points 

measured using this technique range from -5 ps to 300 ps and measures the entire spectral 

decay within the range specified at the start of the experiment for each time step. Each 

sample is run in triplicate to average the kinetic parameters measured.  

2.1.5 Cyclic Voltammetry 

Cyclic voltammetry (CV) was used to determine the oxidation potentials of the 

coumarin molecules studied in Chapter 4. All CV experiments were done together with 

Dr. Christopher Gray of the Mallouk lab, whose knowledge was indispensable for 
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completing this work. As the name suggests, cyclic voltammetry measures the current of 

electrons as the potential is swept in a cyclical manner, showing positive peaks as 

oxidation reactions occur. Samples for CV were made as 10 mL, ~1 mM solutions of the 

coumarins in acetonitrile (dried overnight with molecular sieves).  Measurements were 

conducted in a three-neck flask (dried overnight in an oven). A Ag/AgCl reference 

electrode was used with a platinum wire as the counter electrode. An Autolab potentiostat 

(PGSTAT128N) was used to sweep the potential linearly between the reference and 

working electrodes and a zero-resistance ammeter was used to measure the current 

between the counter electrode and the working electrode. The experiments swept from 0 

to 1 V with a sweep rate of 100 mV/second for at least three cycles. Most coumarins 

showed the characteristic duck-shaped curve, indicating the reversibility of the oxidation 

reaction.9  

2.2 Data Analysis Methods 

2.2.1 Deconvolution of TCSPC Decays 

TCSPC emission decays were fit to multi-exponential functions of time and the 

IRF was deconvoluted using a convolute-and-compare algorithm written in MATLAB. 

First, the measured IRF function is convoluted with a model decay consisting of 1-4 

exponential components, ∑ 𝑎HH exp(− 𝑡 𝜏H⁄ ), where ∑ 𝑎HH  = 1, with user supplied guesses 

for the amplitudes (ai) and decay times (ti).  This convoluted model decay is compared to 

the measured decay and a normalized goodness of fit parameter, 𝜒2, is calculated. The 
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value of c2 is then minimized using a non-linear least squares solver, and the fit is 

considered to be good when 𝜒2 @ 1.  Fitting was typically accomplished by incrementing 

the number of exponentials in the model, beginning with a fit to a single exponential 

model.  The best representation of a given decay was chosen as the model providing 𝜒2 ≈ 

1 with a minimal number of components. 

2.2.2 Deconvolution of KGE Data 

Deconvolution of the KGE data is similar to the TCSPC data in that it uses an 

instrument response function convoluted with model multi-exponential decays to 

compare with experimental data, however the IRF is complicated by the intricacy of the 

experimental set up. KGE data spans a range of emission wavelengths, which travel 

through the optics at different rates causing a systematic variation in “time zero”. This 

temporal dispersion was measured using a white light continuum generated in a 3 mm 

sapphire plate at the sample position, which traveled the same path as the emission. This 

continuum covered approximately half of the wavelength range needed, so C153 in 

cyclohexane and POPOP in benzene were used to measure the blue edge (400-500 nm). 

Both methods were found to be in good agreement with each other and provided the 

correction required for further analysis.8 

After correcting for temporal dispersion, the IRF used for convolution is assumed 

to be wavelength independent and created using a measurement of the Raman signal of a 

scattering sample, which is fit using three Gaussian functions.  The overall FWHM was 

typically found to be approximately 400 fs. This model IRF is convoluted with a 
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specified number of exponential decays, just like TCSPC, and minimized using a 

nonlinear least-squares data fitting routine. As a result, we obtain an idealized data matrix 

of the fluorescence over time with the effects of the IRF and temporal dispersion are 

removed. From this data, we can determine information about the spectra, such as peak 

frequency, area, and height over time, which are used to estimate the spectral shift and 

global emission decay of the samples. These decays are often fit with two or three 

exponential decay functions.  



33 

 

 

 
  

 

 
Figure 2.1: Standard labeling scheme of coumarins (top) and two examples: coumarin 152 
(bottom left) and coumarin 337 (bottom right). 
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Figure 2.2: C152-DMA dyad molecule used for studies in Chapter 3. 
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Figure 2.3: Diagram of the home-build TCSPC instrument used in this work. BS: beam 
splitter; 𝜆/2: half-wave plate; L: 50 mm focal length lens; BBO: 0.2 mm BBO crystal; P: 
polarizer; F: optical filter; MONO: monochromator; MCP-PMT: micro-channel plate 
photomultiplier tube; TAC: time-to-amplitude converter; MCA: multichannel analyzer. 
This schematic is simplified to demonstrate the basic theory of the experiment. Full details 
can be found in previous work.6 
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Figure 2.4: Diagram of the Kerr-gated emission (KGE) spectrometer used in this work. L: 
lens; BB: beam blocker; BS: beam spiltter; BBO: 0.2 mm BBO crystal; 𝜆/2: half-wave 
plate; SC: 0.5 mm sample flow cell; SO: Schwarzschild objective with 1:10 magnification; 
F: optical filter; PH: 300 𝜇m pinhole; GL: Glan-Laser calcite polarizer; BC: 0.65 mm 
benzene flow cell/Kerr shutter; GT: Glan-Taylor polarizer; This schematic is simplified 
and used here only to illustrate the basic operation of the experiment. Full details can be 
found in previous work.7,8. 
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Characterization of a New Electron Donor-Acceptor  
Dyad in Conventional Solvents and Ionic Liquids 

Reproduced with permission from Saladin, M; Rumble, C.A.; Wagle, D. V.; Baker, G. 

A.; Maroncelli, M.; J. Phys. Chem. B 2019, 123, 9395-9407. Copyright 2019 American 

Chemical Society. 
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3.1 Introduction 

Ionic liquids possess a number of qualities that make them attractive as potential 

replacements for conventional electrolytes in fuel cells, batteries, and solar cells.1,2  In 

addition to being intrinsic electrical conductors, many ionic liquids possess wide 

electrochemical windows and high thermal stabilities.3,4  Being purely ionic, aprotic ionic 

liquids also have negligible volatility and thus negligible flammability, an important 

benefit in many applications.  However, the same strong electrostatic interactions that 

render ionic liquids nonvolatile also make them more viscous than most conventional 

solvents, which negatively impacts chemical transport and electrical conductivity.  High 
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viscosity also renders solvation in ionic liquids a slow and distributed process, which 

often results in reaction kinetics involving charge transfer more complex than in 

conventional solvents.5-7  Both because of their promise for energy applications and the 

new arena they provide for achieving a fundamental understanding of reactant-solvent 

coupling, many previous studies have sought to understand the effects of this complex 

dynamics on both bimolecular and intramolecular electron transfer kinetics. 

Studies of bimolecular electron transfer in ionic liquids uncovered a number of 

distinctive effects.  The earliest studies compared reaction rates in ionic liquids and 

conventional solvents against simple predictions for diffusion-controlled rates.8-12  As 

anticipated, the high viscosities of ionic liquids lead to slower rates compared to 

conventional solvents.  However, in many cases reactions were found to be 10-100 times 

faster than expected based on viscosity alone.13  This apparent rate acceleration was 

shown to be the result of two effects:  enhanced rates of diffusion of neutral solutes in 

ionic liquids14 combined with the fact that stationary reaction conditions are often not 

achieved in the fluorescence quenching experiments typically used to measure rates.13,15  

In more recent work, a number of groups have measured the rates of electron transfer 

quenching of coumarin dyes by aromatic amines in ionic liquids and observed an 

apparent Marcus turnover in rate at smaller than expected values of the driving force.16-19  

Similar results were also reported in micelles and other slowly relaxing media,20-24 and 

attributed to reduction of the effective reorganization energy due to the slow 

environmental response in these media.  The validity of this interpretation has been 

questioned25,26 and is currently still being debated.19,27,28  In very recent work, Wu et 

al.29,30 employed a detailed model of the reaction-diffusion problem to analyze data a 
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range of fluorophore/quencher pairs and concluded that some new feature was leveling 

reaction rates in ionic liquids in a way that is not apparent in conventional solvents.  They 

proposed the slow reorientation of contact pairs gates reaction in ionic liquids in a 

manner that is unimportant in highly fluid solvents.  Much has been learned from these 

studies of bimolecular electron transfer reaction.  Nevertheless, disentangling the 

diffusional portion of reaction from the “intrinsic” electron transfer process in contact 

pairs remains subject to considerable uncertainty. 

 To focus on the solvent influence over the electron transfer event itself, a number 

of groups have therefore measured electron transfer rates between chemically bonded 

donor/acceptor (D/A) dyads in ionic liquids.6,31-45  Most studies employed D/A pairs 

linked by a single bond, and thereby having significant through-bond coupling.  In such 

systems, electron transfer, or at least the achievement of the equilibrium extent of 

reaction, is often observed to be much slower than in conventional solvents and to closely 

track solvation times.31,40,44,45  Surprisingly few studies have so far employed dyads with 

the weaker coupling produced by a more extended bridge between the donor and 

acceptor.38,42,43  Of most relevance to the present work are the studies of Castner, Wishart 

and coworkers.42,43  They synthesized two dyads in which a coumarin dye was connected 

by one or two proline groups to the donor N,N-dimethyl-p-phenylenediamine, and 

compared the kinetics observed in acetonitrile to that in several ionic liquids.  In the 

compound having a single proline bridge (“P1”),57 electron transfer in acetonitrile was 

found to be dominated by a single component with a time constant near 0.5 ns.  In 

contrast, reactions in the ionic liquids were markedly nonexponential, exhibiting a 

distribution of time constants ranging between 0.1-10 ns.  These researchers attributed the 
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distributed character of the kinetics to the fact that solvation spans many time scales in 

ionic liquids.7  Because much of the solvation response occurs on time scales comparable 

to or slower than reaction, substantial heterogeneity in electron transfer rates is 

produced.46,47  Curiously, rather different behavior was observed in the case of the P2 

dyad, linked by two proline units.58  The P2 dyad showed decays having three well 

separated components in both acetonitrile and in the ionic liquid solvents, which the 

authors attributed to the presence of multiple conformations adopted by the diproline 

linker.  Average rate constants of the P2 dyad were also not markedly different from 

those of the P1 dyad, presumably due to the ability of some P2 conformers to achieve 

close D/A separations. 

The present paper reports the synthesis and characterization of a similar donor 

acceptor dyad intended for studies of ionic liquids.  The dyad, “C152-DMA”, shown in 

Figure 3.1, is comprised of a coumarin 152 (C152) fluorophore, which acts as the photo-

excited electron acceptor, linked to a dimethylaniline (DMA) donor.  This combination 

was chosen because it is one of the most commonly used pairings in studies of 

bimolecular electron transfer, and it has therefore already been thoroughly characterized 

in simple solvents,25,48 ionic liquids,12,18,19,49 micelles and other complex 

environments,18,20,21 and in neat liquid DMA.50-52  During the course of the present work 

it was found that the C152-DMA dyad has one serious flaw for use in ionic liquids.  The 

linkage between the 7-amino group of the coumarin ring and the DMA readily dissociates 

in the presence of trace amounts of acidic impurities, which are difficult to completely 

remove from many ionic liquids.  It is suitable for use in a wide range of conventional 

solvents and some ionic liquids and should still be of value for comparing solvation in 
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these classes of solvent, if not for wide-ranging studies of ionic liquids.  For this reason, 

the synthesis and photophysics of C152-DMA, hereafter referred to as simply “the dyad”, 

as well as the two reference compounds C152 and H152 (Figure 3.1), were characterized 

using molecular dynamics simulations and steady-state and time-resolved fluorescence 

spectroscopy in a variety of solvents, as described below. 

3.1 Methods 

3.1.1 Reagents and Materials 

The C152-DMA dyad, 7-((4-(dimethylamino)benzyl)(methyl)amino)-4-

(trifluoromethyl)-2H-chromen-2-one, was synthesized using the route outlined in Figure 

3.2.  The reagents 4-dimethylaminobenzaldehyde (cat. no. 1030580100), 3-aminophenol 

(98%, 100242), ethyl 4,4,4-trifluoroacetoacetate (99%, E50205), iodomethane 

(ReagentPlus®, 99.5%, 289566), ethanol (200 proof, E7023), hexane (anhydrous, 95%, 

296090), N,N-dimethylformamide (ReagentPlus®, ≥99%, D158550), ethyl acetate 

(anhydrous, 99.8%, 270989), sodium borohydride (≥96% gas-volumetric, 71320), 

potassium carbonate (anhydrous, free-flowing, Redi-Dri™, ACS reagent, ≥99%, 

791776), sodium sulfate (ACS reagent, ≥99.0%, anhydrous, granular, 239313), zinc 

chloride (99.999% trace metals basis, 229997), and hydrogen bromide (ReagentPlus®, 

≥99%, 295418) were used as received from MilliporeSigma (St. Louis, MO).  

Preparation of 4-dimethylaminobenzyl alcohol (2): 1.0 g of 4-

dimethylaminobenzaldehyde (1) was dissolved in 10 mL of ethanol, followed by the slow 
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addition of 0.279 g (1.1 equiv) of NaBH4 over the course of 10 minutes. The reaction 

mixture was stirred for 2 h at room temperature and monitored by TLC. The solvent was 

evaporated under reduced pressure followed by addition of water and extraction with 

ethyl acetate. The organic phase was treated with brine and dried over NaSO4. The ethyl 

acetate was removed on a rotary evaporator to afford 4-dimethylaminobenzyl alcohol, 

which was subsequently used for the next step without any further purification. 

Preparation of 4-dimethylaminobenzylbromide hydrobromide (3): 3.5 mL of 48% HBr 

was added to a pressure tube containing 0.5 g of 4-dimethylaminobenzyl alcohol (2). The 

tube was tightly sealed, and the reaction stirred while heating for 2 h at 120 °C. The 

reaction was allowed to cool to room temperature and water then removed via rotary 

evaporation under reduced pressure to afford crude product (brown oil) which was used 

without additional purification. 

3-Methylaminophenol (5) was synthesized from 3-aminophenol (4) following a literature 

procedure (yield: 68%).53  

Preparation of H152 (6): To generate the coumarin fluorophore by reaction of a phenol 

with a β-keto ester (i.e., Pechmann condensation), 1.34 g of 3-methylaminophenol (5) 

was dissolved in 20 mL of ethanol, followed by the addition of 2.20 g (1.1 equiv) of ethyl 

4,4,4-trifluoroacetoacetate plus 1.78 g (1.2 equiv) of ZnCl2. This mixture was refluxed 

for 12 h. The reaction mixture was cooled to room temperature and poured into 104 mL 

of 0.1 N HCl solution. The crude product was filtered, washed with water, and dried 

overnight. The crude product was further purified using a silica gel column eluted with a 

3:1 (v/v) hexane–ethyl acetate solvent system under gravity (yield: 47%).   
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1H NMR (500 MHz, DMSO) of 6: δ 7.832 (1H, d), 7.099 (1H, q), 6.678 (1H, dd), 6.483 

(1H, d), 6.450 (1H, s), 2.775 (3H, d). 13C NMR (125 MHz) of 6: δ 159.42, 156.91, 

154.07, 140.61, 140.36, 140.11, 139.11, 125.28, 123.08, 120.89, 118.70, 111.38, 107.28, 

107.24, 101.59, 96.33, 29.11.   

Synthesis of the C152-DMA Dyad (7): In a round bottom flask, 0.243 g of 3 was 

dissolved in 5 mL of acetone, neutralized with 0.125 g of K2CO3 (1.1 equiv), and stirred 

for 5 min. This reaction mixture was added to a 25 mL round bottomed flask equipped 

with a magnetic stirring bar, followed by the addition of 0.200 g of 6 (1.0 equiv) plus 

another 0.125 g of K2CO3 in 10 mL of DMF. The reaction was stirred for 2 days at room 

temperature. The reaction was filtered, and the solvent removed via rotary evaporation (1 

mmHg, 70 °C) over 8 h. The crude solid was purified using flash column 

chromatography by eluting with trimethylamine–hexane–ethyl acetate in a 2:29:69 

(v/v/v) ratio (yield: 53%).  The dyad was found to be highly susceptible to cleavage of 

the amine linkage in the presence of trace acid.   

1H NMR (500 MHz, DMSO) of 7: δ 7.426 (d, 2H), 7.046 (d, 2H), 6.886 (d, 1H), 6.707 

(d, 1H), 6.685 (d, 1H), 6.501 (s, 1H), 4.603 (s, 2H), 3.314 (s, 3H), 2.844 (s, 6H). 13C 

NMR (125 MHz) of 7: 159.33, 156.25, 152.55, 149.64, 139.92, 127.54, 125.31, 124.52, 

123.02, 120.83, 112.55, 110.27, 101.73, 98.14, 54.33.53  

Coumarin 152 (7-dimethylamino)-4-(trifluoromethyl)coumarin, CAS# 53518-14-2) was 

purchased from Exciton and used as received.   

 Solvents used for spectroscopic measurements were HPLC grade acetonitrile and 

methanol (OmniSolv), spectroscopic grade ethylene glycol, dimethyl sulfoxide, 
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propylene carbonate, tetrahydrofuran, 1,4-dioxane, toluene, and cyclohexane (Sigma-

Aldrich), and methyl acetate (Fluka). Solvent mixture series, cyclohexane and 

tetrahydrofuran (CHEX/THF) and cyclohexane and dibutyl ether (CHEX/DBE) were 

made by volumetrically and compositions reported as volume fraction, assuming 

incompressibility.  All conventional solvents were tested for water content using a Karl 

Fischer titrator.  If the water content was less than 100 ppm, the solvent was used as 

received.  Otherwise, solvents were dried with molecular sieves overnight.  Samples were 

purged with nitrogen for three minutes before any experiments to prevent quenching by 

dissolved O2.  Absorption and emission spectra were recorded for each solvent to confirm 

lack absorbing impurities and minimal fluorescence in the visible region.  Ionic liquid 

solvents 1-butyl-1-methyl-pyrrolidinium bis(trifluoromethylsulfonyl)imide 

([Pr41][Tf2N]), methyltrioctylammonium bis(trifluoromethylsulfonyl)imide 

([N8881][Tf2N]), and trihexyltetradecylphosphonium bis(trifluoromethylsulfonyl)imide 

([P14,666][Tf2N]) were purchased from IoLiTec having stated purities above 98% but 

selected for high optical quality.  These ionic liquids were purified using the methods 

described in previous work54 in order to minimize impurity emission overlapping with the 

S0-S1 absorption band of the solutes. 

3.2.2 Spectroscopic Methods 

Steady State Absorption and Emission:  All steady state absorption measurements were 

made in Parafilm-sealed 1-cm path length quartz cuvettes on a Hitachi UV-3010 UV-Vis 

spectrophotometer.  Solvent spectra were measured and subtracted from all sample 
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spectra.  Fluorescence spectra were collected at right angle with 2 nm resolution using a 

SPEX Fluorolog 212 fluorimeter, calibrated with a set of emission standards from 300 to 

800 nm using previously described methods.55  Emission spectra were excited at 400 nm 

and collected over the range 410 - 700 nm.  Fluorescence samples were also made in 

sealed 1 cm quartz cuvettes.  Solute concentrations were chosen to provide optical 

densities of ~1.0 for absorption and ~0.15 for emission measurements at 395 nm.   

Time Correlated Single Photon Counting (TCSPC):  Time-correlated single photon 

counting (TCSPC) was used to measure the lifetimes in the ns-ps range.  Instrumental 

details can be found in previous work.56  For the present experiments, excitation pulses 

were provided by the doubled output of a cavity-dumped Ti:Sapphire oscillator (Coherent 

Mira 900+PulseSwitch) tuned to 800 nm.  All TCSPC samples were measured in sealed 1 

cm quartz cuvettes.  Emission decays at selected wavelengths (4 nm resolution) were 

collected in a 90o geometry at magic angle polarization.  Stray excitation light was 

suppressed using a Kopp 3-73 filter.  Use of a scattering sample showed the instrument 

response function (IRF) to be approximately 25 ps FWHM for all experiments.   

Kerr-Gated Emission (KGE) Spectroscopy:  For samples with decay times faster than 50 

ps, time-resolved fluorescence spectra were collected using a Kerr-gated emission 

instrument, described in earlier work.57,58  Each sample was flowed through a 0.2 mm 

sample cell where it was excited with 388 nm pulses from the frequency doubled output 

of an amplified Ti:Sapphire system (Coherent Verdi G18/Mira 900/RegA 9050).  The 

entire emission spectrum between 408 to 699 nm was collected at each time step (-5 to 5 

ps in steps of 100 fs, from 5 to 50 ps in steps of 200 fs, and from 50 ps to 300 ps in 2 ps 
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steps) using an Acton SpectraPro-300i grating spectrograph and a liquid-nitrogen cooled 

CCD (1340 pixels, Princeton instruments).  The FWHM of the fitted instrument response 

was approximately 400 fs.  These experiments were performed in triplicate and the 

kinetic parameters averaged in producing the reported results. Deconvolution of the 

instrument response function from the spectra was accomplished using a global 

convolute-and-compare algorithm.57,58 Fits to log-normal functions were made after 

deconvolution to quantify the spectral dynamics. 

Temperature Control:  Most of the experiments were performed at room temperature, 

293 ± 1 K.  Steady state fluorescence and TCSPC measurements in ionic liquids were 

also performed over a range of temperatures between 213 K to 353 K.  For temperatures 

above 273 K, water flowed from a recirculating water bath through a brass cuvette holder 

and for lower temperatures, an Oxford variable temperature liquid nitrogen cryostat 

(model DN1754) was used.  All samples were equilibrated at each temperature for at 

least thirty minutes before measurements were made.  

3.2.3 Computational Methods 

Molecular dynamics simulations of the dyad in vacuum and acetonitrile (ACN) 

solution were performed using the GROMACS 2018.1 package59 and the GAFF force 

field.60  Atomic charges were obtained from a CHELP61 fit of the electrostatic potential 

generated from a previously optimized structure at the B3LYP/6-311G++ level using the 

Gaussian09 package.62  Charges on equivalent atoms were symmetrized following the 
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CHELP fit.  Topology files were generated using AmberTools1763 and the acpype 

program.64  Simulations in ACN consisted of one dyad molecule and 2450 ACN 

molecules in a ~6 nm cubic box with cubic periodic boundary conditions.  Integration 

was carried out using the Verlet leapfrog algorithm with a step size of 2 fs.  The particle-

mesh Ewald method65 was used to handle the long-range electrostatics and non-bonded 

interactions were calculated using a Verlet neighbor list with a 1.4 nm cutoff.  The P-

LINCS algorithm was used to constrain all hydrogen containing bonds.66  The same 

methods were applied to simulate behavior in the gas phase simply by omitting the ACN 

molecules.  

Following a short energy minimization procedure, the simulation box was 

equilibrated using three consecutive 500 ps simulations in NVT, NPT, and NVT 

ensembles.  The pressure of the NPT simulation was set to 1 bar and regulated using a 

Berendsen barostat with a relaxation time of 5 ps, whereas the temperature was 293.15 K 

and regulated using a modified Berendsen thermostat with a relaxation time of 0.5 ps.67  

Production NVT simulations were then carried out for 50 ns with dyad coordinates saved 

every 0.1 ps, giving a total of 5´105 structures.  

3.3 Results and Discussion 

3.3.1 Molecular Dynamics Simulations 

The methylene linkage chosen to connect the donor and acceptor groups was 

expected to lead to significant intramolecular flexibility in the C152-DMA dyad.  To 
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assess conformations present in the ground state, two approaches were used.  First, 

attempts were made to use the conformational search algorithms available in 

MacroModel 11,68 followed by DFT calculations of selected conformers.  However, it 

became clear from such calculations that the dyad structure is not adequately described 

by a small number of well-defined conformers at room temperature.  For this reason, MD 

simulations using a classical force field were performed both in acetonitrile and the gas 

phase to provide more appropriate sampling of conformational space. 

Three dihedral angles, defined in Figure 3.3a, were used to coarsely specify the 

geometries of the dyad observed in these simulations.  Several representations of the 

distributions observed for these three angles are shown in Figures 3.3b, Figure 3.3c and 

Figure 3.4.  There are eight heavily populated regions of this conformational space, 

defined by population minima approximately located by planes at D1 = ±90°, D2 = 0, and 

D3 = 0.  For simplicity, if one uses the 2-fold rotational symmetry about D1 to fold 

populations into the range -90o £ D1 £ 90o, the four occupied regions of conformational 

space depicted in Figure 3.4 result.  As shown by the representative structures in Figure 

3.4, all four heavily populated regions involve structures in which the donor and acceptor 

aromatic planes are nearly orthogonal to one another.  Comparison of the structures 

observed in the gas- and solution-phase simulations (Figure 3.3b and Appendix Figure 

A.3) show them to be quite similar.  The primary difference is that conformer 

distributions are slightly more localized in solution, particularly with respect to the D2 

angle. 

The time evolution of the three dihedral angles (Appendix Figure A.4) shows that 
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the dyad samples the conformational space within one of these four regions on a 

picosecond time scale, with transitions among regions occurring on a much longer time 

scale.  Specifically, in acetonitrile solution, fast fluctuations within each region are such 

that D1-D3 vary by ±10-15° (1 s) when viewed in 10 ps windows.  Transitions among 

conformer regions take place via ~180° jumps, which occur on average once every 0.7 

ns.  (Interconversion among conformers is faster in the gas-phase, as might be expected 

given the absence of intermolecular friction.)  The remainder of this discussion will 

consider only the more relevant solution-phase results. 

The presence of a distribution of conformers implies electron transfer will be 

initiated from a distribution of ground-state geometries.  This geometric variability 

should result in distributions over the key parameters controlling electron transfer rates, 

namely the driving force, reorganization energy, and most importantly, the electronic 

coupling.  Rather than attempt detailed quantum mechanical calculation of these 

quantities, two simple surrogates, the donor-acceptor (center-of-mass) distance RDA, and 

the angle qp between the aromatic planes of the donor and acceptor were monitored.  In 

Figure 3.5(a, b) the distributions of these quantities are plotted (blue curves).  Average 

values are RDA = 0.80 ± .08 nm and qp = 90 ± 23o (1s). These averages and the way that 

RDA and qp are distributed are remarkably similar in all four of the conformer regions, as 

shown in Appendix Figure A.5.  Thus, it seems reasonable to conclude that the existence 

of these four slowly interconverting populations of conformers will have little effect on 

the electron transfer kinetics observed.  However, the variations of RDA and qp within 
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each region are not small and may be expected to give rise to distributed electron transfer 

kinetics. 

To examine this possibility further, the main effect on electron transfer kinetics is 

assumed to result from geometric variations modulating the electronic coupling, modeled 

as functions of qp and RDA by .  The electron coupling decay 

contant b is assumed to have a value of 15 nm-1, typical of condensed media.13,69  The 

dashed red curves in Figure 3.5 show how these model dependences samples the 

distributions of conformer geometries.  In both cases, the largest values of kET come from 

regions well removed from the most probable conformations.  Taking the RDA and qp 

variations separately and correlating fluctuations in  and  over 

the course of the simulation leads to the normalized time correlation functions shown in 

panels (c) and (d).  These functions both decay rapidly, with correlation times of ~5 ps.  

These times suggest that the distribution of conformers present in C152-DMA should not 

lead to distributed kinetics for reactions taking place on time scales of 100 ps or more.  

For such reactions homogeneous kinetics of the geometrically averaged structures is 

expected.  For faster reactions, some distributed character of the reaction rates and 

perhaps gating of reaction by conformational fluctuations is anticipated. 

3.3.2 Steady State Characterization 

Steady-state absorption and emission spectra of the dyad and the reference 

chromophores C152 and H152 were measured in a variety of solvents and solvent 

)exp(cos2 DAET Rk bqp -×µ

)}(exp{ tRDAb- )(cos2 tpq
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mixtures to characterize their polarity dependence.  Relevant data are summarized in 

Table A.1.  We note that several solvatochromic studies of C152 have already been 

reported,70-72 but no information has previously been published on H152.  

Figure 3.6 compares absorption and emission spectra of these three solutes in the 

nonpolar solvent cyclohexane and the highly polar solvent acetonitrile.  In cyclohexane, 

the spectra of all three molecules exhibit similar vibronic structure, and their absorption 

and emission spectra are offset by comparable Stokes shifts.  In acetonitrile, all spectra 

are broadened, and the Stokes shifts are increased by solvation, but the similarities in 

spectral shape among the three are maintained.  These similarities suggest that the 

coumarin aromatic system is the absorbing chromophore in all three cases, and that 

excitation of the dyad leads to a locally excited (LE) state similar to those of other 7-

amino substituted coumarins.73  Because the frequencies of the and chromophore redox 

properties of the dyad are expected to be closer to those of C152, we will use C152 as a 

reference for the photophysics expected in the absence of electron transfer. 

Absorption and emission spectra of the dyad in solvents having in a range of 

polarities are shown in Figure 3.7.  As solvent polarity increases, both the absorption and 

emission spectra red shift and broaden.  The emission shifts are considerably larger, due 

to the well-known increase in dipole moment in S1 compared to S0, which is 

characteristic of this type of coumarin.  Similar solvent dependence is found for the C152 

and H152 (Table A.1).  One feature of the dyad emission of note is the increased noise 

observed in the higher polarity solvents (MeAC and ACN in Figure 3.7).  This noise 

reflects a roughly ~500-fold reduction in the dyad’s fluorescence quantum yield with 

increasing solvent polarity.  Such strong quenching is absent in C152 and H152 and is the 
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first indication that the anticipated electron transfer is occurring in the dyad. 

In Figure 3.8, absorption and emission frequencies of the dyad are compared to 

those of C152.  The excellent correlations shown here underscore the similarity of the 

dyad LE state to the S1 state of C152.  However, whereas the transition energies of C152 

and the dyad are linearly related, the slopes in Figure 6 (0.71 and 0.64) are not close to 

unity.  These slopes indicate the dyad has only 2/3 of the solvent sensitivity of C152, 

which might suggest a significantly reduced charge separation in the LE state compared 

to C152. 

To examine this possibility, estimates of the dipole differences between the 

absorbing (S0) and emitting (S1 or LE) states, 𝛥𝜇 = |𝜇⃗(𝑆=) − 𝜇(𝑆<)|, were made using a 

Lippert-Mataga type analysis of the Stokes shifts of all three solutes.  Modeling the 

system as a solute consisting of a polarizable point dipole centered in a spherical cavity 

of radius a and the solvent as a dielectric continuum, such a model predicts 

 𝜈abs − 𝜈em = (𝜈abs − 𝜈em)gas +
?

(3πε+)I
(0J)(

K,
𝛥𝑓. (3.1) 

where ∆f is the solvent orientational polarizability,  

 𝛥𝑓 = >-9=
>-(?

− L)
(9=

L)
((?

. (3.2) 

with 𝜀r the relative permittivity and nD the refractive index of the solvent.  Because the 

solutes examined here are not spherical in shape, there is no unambiguous way to assign 

an appropriate value of the cavity radius a.  Previous work on the similar chromophore 

coumarin 15374 showed that an effective cavity radius based on the van der Waals 

volume of the solute extended by 50%, to account for the average size of solvent layer, 

provided estimates of Δ𝜇 in line with electronic structure calculations and more definitive 
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experiments.  Adopting this approach, the slopes of the solvatochromic plots in Figure 

3.9 yield the dipole difference estimates in Table 3.1.  Insofar as this choice of aeff is 

reasonable, these estimates show the solvatochromic data are consistent with the charge 

shift between S0 and the LE state of the dyad being similar to the S1-S0 difference in 

C152.  The value of Δ𝜇 estimated for H152 is slightly smaller, as would be expected 

upon replacing an electron donating alkyl group on the amine with a hydrogen atom. 

For comparison, Table 3.1 also lists dipole moments calculated at the CAM-

B3LYP/6-311++G(d,p) level in the gas phase.  Calculations of the dyad were performed 

on a number of representative conformers, and the range of values for these conformers 

are tabulated.  All values are for the optimized S0 geometries.  These calculations confirm 

minimal mixing between the DMA and coumarin portions of the molecule in either the S0 

or (vertical) S1/LE states and the similarity of the charge shift in the S0 → S1 transitions of 

the dyad and C152.  They also confirm the presence of a charge-transfer state of the dyad, 

as indicated by the large dipole moments of the vertical S2 states of all conformers 

studied.  The frontier molecular orbitals and some additional characteristics of the LE and 

CT states are provided in Appendix Figure A.6. 

3.3.3 Time-Resolved Measurements  

 Representative fluorescence decays of the dyad are shown in Figure 3.10 and 

selected multi-exponential fits are provided in Table 3.2.  The decays in Figure 3.10 were 

all recorded using TCSPC, which has an instrumental response time of ~25 ps.  Five of 

the highest polarity solvents, represented by acetonitrile (ACN) and methanol (MeOH) in 
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Figure 3.10, have lifetimes shorter than 25 ps, and these solvents were also measured 

using Kerr Gated Emission (KGE) spectroscopy.  Fits of the KGE data are compiled in 

Table 3.2b.  Finally, emission decays of the reference chromophores C152 and H152 

were measured in all solvents, and their lifetimes are also provided in Table 3.2.   

 With few exceptions75 the decays of C152 and H152 are well described by single 

exponential functions.  In contrast, in the case of the dyad, exponential or nearly 

exponential decays are only observed in some of the least polar solvents, for example 

cyclohexane (CHEX) and dibutyl ether (DBE) shown in Figure 3.10.  In the majority of 

solvents, dyad emission is significantly non-exponential, requiring 3-4 components for 

accurate representation.  In many solvents, the longest component has an amplitude of a 

few percent and a lifetime of several nanoseconds, close to that of H152 in the same 

solvent.  In the highest polarity solvents, such as acetonitrile and methanol in Figure 3.10, 

this long component is readily distinguished, because it decays on a much longer time 

constant than all other components.   These nanosecond components are attributed to the 

presence of residual H152 impurity in the dyad samples.  As discussed in the Supporting 

Information, H152 is both a precursor in the dyad synthesis and produced by acid-

catalyzed heterolysis of the dyad.  In most solvents, the amplitude of this longest 

component is <5 %.  When such a small and well-separated component was required in 

unconstrained fits, we refit the TCSPC data after constraining the lifetime of this 

component to be equal to the H152 lifetime.  These constrained fits are what are reported 

in Table 3.2, and when calculating average dyad lifetimes and rates, these putative 

impurity components are omitted, as described below.   

 Representative KGE data for the dyad in propylene carbonate are shown in Figure 
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3.11.  With the better time resolution (~400 fs IRF) of the KGE technique, one observes 

the dyad emission spectrum to undergo a dynamic Stokes shift.  The peak frequencies of 

these spectra could be fit with bi-exponential functions having times constants in the few 

picoseconds range.  The average times for these shifts of the dyad emission are 

reasonably correlated (R2=0.74, N=5) to the average times measured for the nonreactive 

solute coumarin 153.74  As illustrated by the data in Figure 3.11(c), the time dependence 

of the peak height and integrated intensity of the emission are quite similar.  In all cases, 

the intensity data could be represented by two main components together with a slower 

component in the tens of picoseconds range having an amplitude of ≤6% (Table 3.2b).  

Due to the lower signal-to-noise and time range, the small (<3%) nanosecond 

components found in the TCSPC data of these solvents are not observed in the KGE data. 

 The non-exponential emission decays observed for the dyad complicate description 

of the rate of electron transfer and its solvent dependence.  Rather than attempt any 

detailed characterization of the distributed kinetics here, two limiting rate constants from 

the multi-exponential fits to the decay data are calculated.  Using the lifetime of C152 

(𝜏M=N?) to estimate the dyad lifetime in the absence of electron transfer, the rate constants  

𝑘ET
(=) = 1 ⟨𝜏⟩dyad⁄ − 1 𝜏M152⁄   ⟨𝜏⟩dyad = ∑𝑎H𝜏H ∑𝑎H⁄     (3.3) 

and 

𝑘ET
(?) = ⟨𝑘⟩dyad − 1 𝜏M152⁄   ⟨𝑘⟩dyad = ∑ ′(𝑎H 𝜏H⁄ ) ∑𝑎H⁄    (3.4) 

were calculated.  The Σ’ in these equations indicates omission of small-amplitude (<6%) 

impurity components in these calculations.  One can view 𝑘ET
(=) and 𝑘ET

(?) as providing 

approximate lower and upper bounds to the distribution of rates present.   
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 Before discussing these rates, it should be mentioned that C152 undergoes a twisted 

intramolecular charge-transfer (TICT) process in high polarity solvents.70-73,76  It might be 

thought that this process might render C152 unsuitable as a lifetime reference for the 

dyad.  This issue is discussed in detail in the Supporting Information (Appendix Section 

A2) where it is shown that the effect of the TICT process on use of C152 the ET rates 

determined here should be negligible. 

 Figure 3.12 plots the observed rate constants versus the steady-state emission 

frequency of the dyad, <𝜈>em, which is used here as a measure of effective solvent 

polarity.  A similar correlation is found when these rates are plotted versus the dielectric 

measure of total solvent polarizability (𝜀: − 1 ) (⁄ 𝜀: + 2), as shown in Appendix Figure 

A.8.  The filled symbols in Figure 3.12 are the logarithmic averages of 𝑘ET
(=) and 𝑘ET

(?), and 

the limits of the error bars serve to denote their individual values.  Although there is 

considerable scatter and, in some cases a large difference between 𝑘ET
(=) and 𝑘ET

(?), a clear 

correlation exists between kET and <𝜈>em, at least in most solvents.  A substantial 

dependence of the electron transfer rate on solvent polarity of this sort is expected given 

the large difference in charge separation and thus dipole moments of the LE and CT 

states of the dyad (~20 D based on the calculations in Table 3.1).  It seems reasonable to 

attribute the increasing rate with increasing solvent polarity as being primarily due 

changes in the driving force for reaction, assuming that the electron transfer lies within 

the normal regime.   

 In a number of solvents, explicitly labeled in Figure 3.12, values of kET appear to be 

smaller than expected based on the relationship established by the majority of solvents.  



 

 

58 

With the exception of toluene, these solvents all have much higher viscosities than do the 

remaining solvents.  (See Appendix Table A.1.)  The two ionic liquids near the bottom of 

the figure, [P14,666][Tf2N] and [N8881][Tf2N], have viscosities >500 mPa s-1 near room 

temperature, and in these solvents electron transfer is too slow to measure, and this 

situation persists even up to 350 K.  (See Appendix A Section A.3.)  These observations 

suggest that, in addition to polarity, some other factor such as solvent friction plays a role 

in determining the rate of electron transfer. 

Support for friction being relevant can be found in temperature-dependent TCSPC 

measurements of the dyad in the ionic liquid [Pr41][Tf2N], which are shown in Figure 

3.13.  Over the 25 K temperature range (278-303 K) the ionic liquid’s polarity (as judged 

by <𝜈>em ) varies negligibly, the viscosity decreases by nearly a factor of four, and kET 

doubles.  An Arrhenius analysis of the data, shown in the inset to Figure 3.13, yields an 

activation energy of 21 kJ/mol and a prefactor of 1.3x1014 s-1.  This prefactor is too high 

to be interpreted in terms of a reactive frequency in such a reaction.  A more realistic 

description is a nearly activationless reaction with a frictional prefactor proportional to 

viscosity, 𝜂-p, with p~0.6.  This dependence on solvent viscosity could either reflect some 

large-amplitude solute motion required for reaction, or a dependence on solvation time, 

which approximately tracks viscosity. 

It is interesting to compare the electron transfer rates measured for C152-DMA 

dyad to the intramolecular dyads studied by Castner, Wishart and coworkers,42,43 which 

were constructed from an aromatic amine donor and a coumarin 343 photoacceptor 

linked by one (P1) or two (P2) proline groups.  Electron transfer in both the P1 and P2 
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molecules is considerably slower than that observed for the C152-DMA dyad.  Focusing 

on the simpler P1 dyad,42,43 average rate constants calculated using Equations 3.3 and 3.4 

provide values  of (1.6 | 2.8) in acetonitrile, (1.6 | 3.5) in methanol, and 

(0.73 | 1.4) in [Pr41][Tf2N] at 293 K.  Comparison to Table 3.2 shows electron transfer in 

the C152-DMA dyad to be 100-1000 times faster in the two conventional solvents and 

10-40 times faster in the ionic liquid [Pr41][Tf2N].  Differences in both the electronic 

coupling and the redox properties of the donor and acceptor are likely responsible for the 

different kinetics in these two dyads.  For example, the free energy change of the 

C152+DMA bimolecular reaction in acetonitrile is estimated to be about -0.43 eV,48 and 

estimates for the C152-DMA dyad are not expected to differ appreciably from this 

estimate.  The reaction free energies of the P1 and P2 dyads in acetonitrile were estimated 

to be -1.6 eV, 42,43 much more negative and the driving force much greater than in the 

C152-DMA dyad.    

Comparison can also be made between the present results and rates measured for 

the equivalent bimolecular reaction between C152 and DMA.  Most desirable for such a 

comparison are effective unimolecular reaction rates between C152 and a single proximal 

DMA molecule.  The rate of this idealized process can be estimated from previously 

reported data by making some significant assumptions.  The fewest assumptions are 

required for interpreting the quenching dynamics of C152 in neat liquid DMA, which has 

been reported by two groups.51,52  Both reported bi-exponential fluorescence decays with 

initial rates ( , Eq. 4) of (2.0±.2)´1012 s-1.  Assuming reaction occurs between C152 

and only one of the approximately 10 DMA molecules within its first solvation shell29,52 

19)2()1( s 10/)|( -
ETET kk

)2(
ETk
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acting independently, the rate constant for comparison to the dyad data is ~2´1011 s-1.  

Measurements of concentrated DMA solutions, where most reaction is expected to occur 

between preformed ground-state C152/DMA pairs, also provide similar estimates.  In 

solutions of >0.5 M DMA mixed with toluene,52 chlorobenzene,52 cyclohexane,77 and two 

ionic liquids78), one finds values of  in the range (1-5)´1011 s-1.  In both the neat and 

mixed solvent cases, these effective unimolecular rate constants provide estimates of 

rates associated with reaction between a single C152 + DMA contact pair averaged over 

relative positions and orientations of first solvation shell neighbors.  The polarities of neat 

DMA (er =5.052) and these concentrated DMA mixtures are expected to fall roughly in 

the middle of the range studied, where dyad rates are closer to 1010 s-1.  Thus, the C152-

DMA dyad appears to provide an example of an intramolecular electron transfer only 

slightly slower than average rates of contact pairs in the intermolecular process it was 

intended to mimic. 

3.4 Summary and Conclusions 

This work documented the synthesis and photophysical properties of a new 

electron donor-acceptor dyad, C152-DMA, made by covalently linking the photo-

acceptor C152 and the DMA donor with a single methylene unit.  Although the simple 

linker employed here confers significant conformational flexibility to the dyad, molecular 

dynamics simulations suggest that this flexibility only causes electron transfer rates to be 

distributed over a modest range.   

)2(
ETk

)2(
ETk
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Apart from the rapid fluorescence quenching caused by electron transfer, the 

absorption and emission characteristics of the C152-DMA dyad were shown to be very 

similar to that of the reference compounds C152 and H152, demonstrating the lack of 

mixing between the donor and acceptor states in the locally excited electronic state.  The 

coumarin chromophore of the dyad and its references are all strongly solvatochromic, as 

are most 7-aminocoumarins.   

Time-resolved emission of the dyad was found to be multi-exponential/distributed 

in most solvents.  Average rate constants in conventional solvents are strongly dependent 

on solvent polarity, with rates near 108 s-1 in nonpolar solvents and increasing to ~1012 s-1 

in the most polar solvents.  This variation is most likely a result of the increasing driving 

force for charge separation with increasing solvent polarity.  Absence of observable 

quenching in two high-viscosity ionic liquids together with the temperature dependence 

observed in a low-viscosity ionic liquid suggest that solvent friction also plays an 

important role in determining dyad electron transfer rates.  Further study is needed to 

determine whether this frictional effect is due to a dependence on solvation times, as 

found in several other intramolecular cases31,40,44,45 or perhaps due to slowdown of 

conformational sampling with increasing viscosity. 

 The rates of electron transfer observed in the C152-DMA dyad are considerably 

faster than rates previously reported for the related coumarin - aromatic amine dyads by 

Castner, Wishart and coworkers.42,43  C152-DMA reaction rates appear to be closer to 

those between contact DMA + C152 pairs estimated from intermolecular quenching 

experiments, which suggests that the C152-DMA dyad is an apt intramolecular analog of 
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the bimolecular process.  Although its sensitivity to acid-catalyzed hydrolysis limits its 

use to only highly purified ionic liquids, the C152-DMA dyad should nevertheless 

provide a useful new probe for comparisons between electron transfer in ionic liquids and 

conventional solvents. 
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Figure 3.1: Scheme of C152-DMA dyad, coumarin 152, and precursor H152 
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Figure 3.2: Scheme of synthesis of C152-DMA dyad. 
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Figure 3.3: (a) Dihedral angle definitions.  (b) One-dimensional distributions of angles D1-
D3 in acetonitrile (solid curves) and in the gas phase (dashed).  (c) 2-dimensional 
distributions in acetonitrile.  In both the 1d and 2d distributions the values shown are the 
numbers of occurrences out of 5´105 samples. 
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Figure 3.4:  The most populated regions of conformational space shown as isosurfaces 
capturing 65% of the population.  For clarity, values of |D1| > 90° here are folded into -90° 
£ D1 £ 90° using the 2-fold rotational symmetry of the DMA group.  The conformer 
regions designated 1-4 are defined by the planes D2 = 0 and D3 = 0.  The molecular 
structures show representative geometries selected from the most populated areas within 
these four regions. 
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Figure 3.5:  Distributions of (a) the center-of-mass distance between the donor and acceptor 
groups RDA and (b) the angle between their aromatic planes, qp, observed in acetonitrile.  
The dashed red curves in these two panels indicate the approximate variation in electron 
transfer rates expected from these geometric parameters (b = 15 nm-1).  (c) and (d) show 
the autocorrelation functions of RDA and qp averaged over the 50 ns trajectories.  The t 
values indicated are the correlation times of these functions. 
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Figure 3.6: Normalized absorption and emission spectra of the dyad (black) and reference 
fluorophores C152 (red) and H152 (blue dashed) in (a) cyclohexane and (b) acetonitrile.   
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Figure 3.7: Normalized absorption (a) and emission (b) spectra of the dyad in selected 
solvents:  cyclohexane (CHEX), dibutyl ether (DBE), toluene (TOL), 1,4-dioxane (DIOX), 
methyl acetate (MEAC) and acetonitrile (ACN). 
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Figure 3.8:   Correlation of the average absorption and emission (b) frequencies of the dyad 
with those of C152.  The regressions shown are:  (a)  (N=24, 
R2=0.92) and (b)  (N=24, R2=0.95). 

 

29.771.0 152 +><=>< Cdyad nn

57.764.0 152 +><=>< Cdyad nn



 

 

71 

 
  

 

 

Figure 3.9:   Lippert-Mataga plots of the Stokes shifts of the three 
fluorophores vs solvent orientational polarizability, Df, defined in Eq. 2.  All Stokes shifts 
are relative to the value of each probe in cyclohexane, and values for the dyad and C152 
are vertically displaced by 1000 and 2000 cm-1 for clarity.  Data in the quadrupolar 
solvents (toluene and dioxane) and ionic liquids are omitted from these correlations.  In 
binary solvent mixtures, Df is assumed to be the volume-weighted average of the values of 
Df of the pure solvents. 

emabs nnn -=D
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Table 3.1:  S1-S0 Dipole Difference Estimates from Solvatochromic Analysis and DFT 
Calculations 

 A. Solvatochromic Analysis  B.  DFT Calculations 

Solute 
 

/ 103 cm-1 

aeff 

/ Å 

Dµ 

/ D 
 
µ(S0) 

/ D 

µ(S1) 

/ D 

µ(S2) 

/ D 

 

/ D 

C152 3.08 5.43 7.0 ± 0.5 
 

7.79 13.23 11.21 5.53 

H152 2.43 5.28 6.0 ± 0.5 
 

7.45 12.48 10.93 5.10 

dyad 1.94 6.35 7.0 ± 0.9 
 

8.6-

11 13-17 30-39 5.6-6.6 
 

A.   is the slope of the fit to Eq. 1.   
B.  Calculated values are from gas-phase CAM-B3LYP/6-311++G(d,p) calculations.  
Geometries were optimized for the ground state and excited-state values derived from 
TDDFT calculations at these S0 geometries.  For the dyad, a number of representative 
conformations were selected, and the range of values obtained from these conformers is 
tabulated. 
 

fDD /n || 10µ
!

D

fDD /n
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Figure 3.10:   Fluorescence (TCSPC) decays of the dyad in selected solvents.  The 
uppermost curve is an H152 decay, shown for comparison.  Solvents abbreviations are 
defined in Table 2.  IRF denotes the instrument response function of the TCSPC 
instrument. 
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Table 3.2: Multi-Exponential Representations of Dyad Emission Decays and ET Rate Constants 

A.  TCSPC Measurements 

Solvent a1 a2 a3 a4 τ1 
/ ps 

τ2 
/ ps 

τ3 

/ ps 
τ4 

/ ns 
τH152 
/ ns 

τC152 
/ ns 

<�>dyad 
/ ps 

kET(1) 

/ s-1 
kET(2) 

/ s-1 
Cyclohexane (CHEX) 1.00 - -  3183  -  3.7 4.1 3183 6.9´107 6.9´107 

50/50 vol% CHEX+DBE 0.22 0.77 - 0.02 21 1956 - (3.9) 3.9 3.8 1531 3.9´108 1.1´1010 
Dibutyl Ether (DBE) 0.21 0.78 - 0.01 529 1148 - (4.1) 4.1 4.8 1014 7.8´108 8.8´108 

Toluene (TOL) 0.26 0.69 - 0.05 216 1091 - (3.9) 3.9 4.4 855 9.4´108 1.7´109 
50/50 vol% CHEX+THF 0.83 0.16 - 0.01 63 170 - (4.5) 4.5 4.7 81 1.2´1010 1.4´1010 

1,4-Dioxane (DIOX) 0.59 0.36 0.05 0.004 32 135 477 (4.7) 4.7 4.9 92 1.1´1010 2.1´1010 
Tetrahydrofuran (THF) 0.97 0.02 - 0.004 8 104 - (4.8) 4.8 5.4 10 1.0´1011 1.3´1011 
Ethylene Glycol (EG) 0.97 0.02 - 0.02 18 980 - (4.4) 4.4 1.1 34 2.8´1010 5.5´1010 
[N8881][Tf2N] (N8881) 0.093 0.91 - - 1123 5001 - - 5.1 4.8 - <107 

[P14,666][ Tf2N] (P14,666) 0.10 0.90 - - 1201 4921 - - 4.8 4.5 - <107 
[Pr41][Tf2N] (Pr41) 0.64 0.30 0.02 0.04 12 105 2138 (5.2) 5.2 3.4 88 1.1´1010 5.8´1010 
 

B.  KGE Measurements 

Solvent a1 a2 a3 τ1 

/ ps 
τ2 

/ ps 
τ3 

/ ps 
<τ>dyad 

/ ps 
τH152 

/ns 
τC152 

/ ns 
kET(1) 

/ s-1 
kET(2) 

/ s-1 
Methyl Acetate (MEAC) 0.47 0.49 0.04 0.3 1.9 42 2.2 5.0 4.8 1.5´1011 2.2´1011 

Propylene Carbonate (PC) 0.56 0.40 0.05 0.4 2.3 39 3.0 5.5 2.0 3.4´1011 1.9´1012 
Dimethylsulfoxide (DMSO) 0.56 0.40 0.04 0.1 0.9 64 2.8 5.0 0.97 3.4´1011 1.6´1012 

Acetonitrile (ACN) 0.39 0.55 0.06 2.0 10 50 3.6 5.4 2.1 3.5´1011 4.2´1012 
Methanol (MeOH) 0.23 0.73 0.04 3.8 10 43 5.0 4.9 0.96 2.3´1011 6.4´1011 

 

Fits are to the function  with .  TCSPC decays were measured at the steady-
state emission whereas the KGE fits show the average time dependence of the peak height and 
integrated intensity of the emission band.  <𝜏>dyad is the average decay time of the dyad 

 where the prime denotes exclusion of component 4, which is assumed to be due 
to emission from H152 impurity.   are estimated rates of electron transfer calculated 
according to Eqs. 3.3-3.4. 
 

)/exp( iii ta t-S 1=S iia
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Figure 3.11:   A representative KGE data set of the dyad in propylene carbonate.  (a) Time-
resolved spectra (solid curves) and lognormal fits (dashed).  (b) The peak frequency and 
(c) the normalized peak height and integrated area.  Symbols in panels (b) and (c) are the 
KGE data and the curves are multi-exponential fits. 
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Figure 3.12: Electron transfer rate constants of the dyad plotted versus emission frequency.  

Points denote the logarithmic average of  and , and the ends of the error bars their 
individual values.  Electron transfer in the ionic liquids [N8881][Tf2N] and [P14,666][Tf2N] is 
too slow to be measured, even at 353 K and the points plotted are only upper limits. 
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Figure 3.13: TCSPC emission decays of the dyad in [Pr41][Tf2N] as a function of 
temperature.  The inset shows the electron transfer rates derived from these decays in an 
Arrhenius format.  The fit shown is . 
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Chapter 4 
 

Electron Transfer Kinetics Between an Electron Accepting Ionic Liquid and 
Coumarin Dyes 

Co-author contributions: Cyclic voltammetry measurements were performed by 

Christopher Gray. 

4.1 Introduction 

Ionic liquids are emerging as possible replacements for conventional liquids in 

variety of applications,1,2 for example, as electrolytes in energy-related technologies such 

as fuel cells, batteries, and solar cells.3,4  Advantageous characteristics of ionic liquids in 

the latter context are their intrinsic conductivities, low volatilities, and wide 

electrochemical windows, all of which can potentially be tuned through proper choice of 

cation and anion pairings.  Partially in support of these applications, there has been a 

considerable amount of study of electron transfer reactions in ionic liquids, particularly 

the kinetics of photoinduced electron transfer (PET), with a focus on how PET differs in 

a purely ionic environment compared to conventional dipolar liquids.  

As in conventional solvents, most initial studies of PET in ionic liquids focused 

on bimolecular reactions.  If electron transfer is sufficiently rapid upon reactant contact, 

the rate of diffusion limits the overall rate of such bimolecular reactions to roughly 1010 

M-1 s-1 in conventional solvents like acetonitrile.  Because diffusion rates are inversely 
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proportional to solution viscosity, and the viscosities of ionic liquids are ~100-fold 

greater than most conventional solvents, it was expected that electron transfer reactions 

diffusion-limited in conventional solvents would be ~100-fold slower (~108 M-1 s-1) in 

ionic liquids.  It was therefore initially puzzling when fluorescence quenching and other 

experiments registered rates apparently exceeding this value by large factors.5  The 

discrepancy was found to be traced both to the unexpectedly rapid diffusion of small 

neutral solutes in ionic liquids,6 and to the fact that the slow diffusion in ionic liquids 

greatly extends the reach of the transient portion of reaction, which enhances the net 

reaction rate over its value in the stationary regime.5,7  While much has been learned 

about PET reactions from these studies, the complexity of properly modeling the 

diffusional portion of the reaction in ionic liquids makes conclusions about the actual 

electron transfer event subject to uncertainty.  For example, there has been some debate 

in the literature over the question of whether the Marcus turnover is observed in ionic 

liquids.8-10 

When the electron transfer event is of primary interest, electron donor–acceptor 

dyads covalently linked by some type of bridge allow for simpler interpretation, albeit at 

the cost of sometimes considerable synthetic effort.  Such molecules played a central role 

in early efforts to test electron transfer theories in conventional solvents.11,12 A number of 

groups have adopted this approach for studies of ionic liquids. 13-21  With few exceptions, 

the dyads examined in ionic liquids involved cases of strong electronic coupling and 

adiabatic electron transfer.  In most of these cases, electron transfer rates were found to 

be markedly slower in ionic liquids than in conventional solvents, and in some cases rates 
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were found to be proportional to solvation times in both conventional and ionic liquid 

solvents.19,20 

Another technique to eliminate the need for diffusion, and the one adopted here, is 

to use a neat solvent as the electron donor or acceptor, ensuring that the first solvation 

shell consists entirely of potential reactants.  This approach has been employed by a 

number of groups beginning in the 1990s.22-35 With only a single exception26 aromatic 

amines were used neat electron donating solvents and various fluorophores as excited-

state electron acceptors.  A range of ultrafast methods29,31,32,35 have been used to probe 

electron transfer and other processes and a variety of excited state dyes, resulting in 

reports of initial electron transfer times as fast as ~50 fs31 and as slow ~2 ns22 reported in 

different systems.  There is little to unify the behavior observed among the various dyes 

studied to date, apart from the nearly ubiquitous occurrence of non-exponential electron 

transfer kinetics.  However, by concentrating on a series of closely related coumarin dyes, 

Yoshihara and coworkers22-26 were able to interpret the non-exponential kinetics and the 

range of reaction times observed, using a theory originally developed to model electron 

transfer in some intramolecular dyads where electron transfer was observed to be much 

faster than solvation.36  This model explains the nonexponentiality as resulting from both 

solvation dynamics dynamically shifting the emission spectra of the initially excited 

chromophore and from the presence of different vibronic channels each with different 

rates available for reaction. 22-26  Neglected in this model is the fact that in contrast to 

reactions in dilute solution or covalently bound pairs, each fluorophore is surrounded by 

multiple donors in the neat solvent, each of which provides a potential reacting partner.  
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Subsequent computational work27,37-39 has stressed the fact that the electronic coupling 

between a fluorophore and these different partners may vary by orders of magnitude, 

providing an alternative explanation for the complex fluorescence profiles observed.  

Additionally, even small relative motions of a fluorophore - quencher pair can effect 

large changes in this coupling,27,37,40 making it an important dynamical variable in the 

problem.  Thus far, there are no theories or simple models that adequately address these 

different aspects of the problem.  Recent studies of dilute bimolecular quenching in ionic 

liquids hint at the possibility that optimization of electronic coupling between reacting 

pairs may be as important to determining electron transfer rates as solvation energy 

relaxation.40   

The present reports the first to measurements of diffusionless electron transfer 

using an ionic liquid as a neat quenching solvent.  Pyridinium ionic liquids were chosen 

for this purpose based on the fact that several groups had previously ability of N-

alkylpyridinium cations to oxidatively41 quench the fluorescence of polyaromatic 

hydrocarbons42,43 and coumarin 153.41  In particular, 1-Butylpyridinium 

bis(trifluoromethanesulfonyl)imide ([Py4][Tf2N]) is studied here, primarily because 

commercial samples of high optical purity were available.  To achieve a wide range of 

electron transfer driving force, the twelve coumarin laser dyes shown in Figure 4.1 were 

selected to act as photo-excited electron donors.  The results of this work are described in 

three parts.  The first part involves characterization of the coumarins in acetonitrile and a 

nonreactive imidazolium ionic liquid, [Im41][Tf2N] (Im41+ = 1-butyl-4-

methylimidazolium), using steady state spectroscopy and time-correlated single photon 
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counting (TCSPC).  This preliminary work was done in order to check for any 

differences unrelated to electron transfer that might exist between a the photophysics of 

these molecules in a high-polarity conventional solvent and an ionic liquid.  The data 

show solvation energies to be nearly the same in all three solvents, which enables use of 

measurements in acetonitrile to confidently estimate reaction free energies in neat 

[Py4][Tf2N].  Next, measurements of coumarin quenching by Py4+ in dilute acetonitrile 

solution are described.  They reveal nearly diffusion-limited electron transfer in these 

systems, very similar to that found for coumarins reductively quenched by aromatic 

amines.44,45  Finally, results of TCSPC and Kerr-gated emission (KGE) measurements of 

quenching in neat [Py4][Tf2N] are discussed.  Emission decays in the neat ionic liquid are 

found to be highly nonexponential, with overall reaction times ranging from less than 1 

ps to over 200 ps.  Similarities and differences between these results and prior work on 

coumarin quenching in aromatic amine solvents are discussed in relation to what they 

might reveal about the role of solvation dynamics in such reactions. 

4.2 Methods 

4.2.1 Chemicals 

Ionic liquids 1-butylpyridinium bis(trifluoromethane)sulfonimide ([Py4][Tf2N]) 

and 1-butyl-1-methylimidizolium bis(trifluoromethane)sulfonimide ([Im41][Tf2N]) were 

purchased from IoLiTec with a stated purity of 98%. These ionic liquids were selected by 

the manufacturer for their optical purity in the 300 - 700 nm range.  HPLC grade 
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acetonitrile was purchased from OmniSolv and spectroscopic grade dimethylsulfoxide 

from Sigma-Aldrich.  Solvents were tested for water content using Karl-Fischer titration. 

If water content was less than 100 ppm, the solvent was used as received. Conventional 

solvents not meeting this limit were dried over molecular sieves. Ionic liquids with higher 

water content were dried under vacuum overnight with gentle heating. All solvent 

mixtures were made volumetrically, assuming ideal mixing.  Samples were purged with 

nitrogen for three minutes to prevent fluorescence quenching by dissolved oxygen.  

Absorption and emission spectra of each solvent were measured to confirm minimal 

optical impurities in the visible region.  All coumarin compounds, shown in Figure 4.1, 

were purchased from Exciton Chemical Company, Eastman Kodak Company, and TCI 

Chemical Company and used as purchased.  

4.2.2 Steady State Spectroscopy 

Absorption spectra and solvent blanks were measured for all samples using a 

Hitachi UV-3010 UV-Vis spectrophotometer.  Fluorophore samples having optical 

densities between 1-1.5 at the S1 absorption maximum in 1 cm quartz cuvettes were 

collected and solvent subtracted prior to further analysis.  Fluorescence spectra were 

measured using a SPEX Fluorolog 212 with right-angle collection and 2 nm resolution.  

The spectral response of the fluorimeter was calibrated from 300 nm to 800 nm using 

emission standards as described in previous work.46  Emission samples (~ 2 mL) were 

prepared with optical densities between 0.10 and 0.20 at the excitation wavelength to 

prevent self-filtering effects.  Spectra were collected of samples in sealed 1 cm quartz 
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cuvettes after being purged with nitrogen gas for two minutes to remove oxygen.  

Excition was at ~400 nm, close to the maximum of the S0-S1 absorption peak of most of 

the coumarins and emission was collected close to the emission maximum of each 

coumarin (450-520 nm).  After background subtraction and converting to a frequency 

representation, average (first moment) frequencies of both absorption and emission were 

estimated by fitting the spectra to log-normal functions. 

4.2.3 Time-Resolved Fluorescence Measurements 

A home-build time-correlated single photon counting (TCSPC) instrument47 was 

used to measure lifetimes in the range of 25 ps to 15 ns.   For the experiments described 

in this paper, excitation pulses were provided by the frequency-doubled output of a 

cavity-dumped Ti:Sapphire oscillator (Coherent Mira 900+PulseSwitch) tuned to ~800 

nm.  All samples were purged and sealed in 1 cm quartz cuvettes and all experiments 

were completed at room temperature, 20 ± 1 oC.  Right-angle emission decays were 

collected at near the peak of the steady-state emission maximum (440 – 520 nm) with 4 

nm resolution at magic angle polarization.  A Kopp 3-73 filter was also used to prevent 

stray 400 nm excitation light from entering the detector. Instrument response functions 

(IRF) were measured using a scatter sample and found to have widths (FWHM) of 

approximately 25 ps for all experiments.  

Kerr-gated emission spectroscopy (KGE) was used to measure lifetimes faster 

than 50 ps. This method is also well-described in previous work.48,49 Samples were 

flowed through a 0.2 mm quartz sample cell at room temperature (20 ± 1 oC) and excited 
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at 388 nm by frequency-doubled pulses from an amplified Ti:Sapphire system (Coherent 

Verdi G18/Mira 900/RegA 9050).  Using an Acton, Spectra Pro-300i grating 

spectrograph and a liquid nitrogen cooled CCD (1340 pixels, Princeton Instruments), the 

entire emission spectrum was collected for each time step (-5 to 5 ps in steps of 100 fs, 5 

to 50 ps in steps of 200 fs, and from 50 ps to 300 ps in 2 ps steps) from 408 to 699 nm. 

The FWHM of the instrument response function was found to be approximately 400 fs 

for all experiments. A global convolute-and-compare algorithm written in Matlab was 

used in the deconvolution of the IRF from the spectra. Fits to log-normal functions were 

made after deconvolution to quantify spectral dynamics.  All experiments were 

performed in triplicate and the kinetic parameters were averaged to produce the reported 

results.   

4.2.4 Stern-Volmer Analysis 

Rates of electron transfer quenching by Py4+ in acetonitrile were analyzed using 

both steady-state and time-resolved Stern-Volmer experiments.  Acetonitrile solutions of 

each coumarin were made to have optical densities of ~0.1-0.2 at the wavelength of the 

S0-S1 transition peak.  2 mL of these solutions were transferred to quartz cuvettes via a 

micropipette to ensure a known starting volume. [Py4][Tf2N] was then added dropwise 

and weighted in order to estimate quencher concentrations.  The maximum 

concentrations of [Py4][Tf2N] used were between 0.2-0.25 M.  Steady state absorption 

and emission spectra and TCPSC decays were measured sequentially for each addition of 

the quencher.  The optical density at the S0-S1 absorption peak was used to estimate the 



92 

 

relative coumarin concentration in order to account for both dilution and loss of coumarin 

due to degradation.  Two independent measurements were made for each coumarin and 

the uncertainty in the quenching rates estimated as the larger of ±10% or twice the 

difference in the two measurements.  

All of the spectroscopic measurements described above were performed at room 

temperature, 20 ± 1 oC. 

 

4.2.5 Cyclic Voltammetry  

Cyclic voltammetry was performed on ten of the twelve coumarins in order to 

determine their oxidation potentials in acetonitrile.  A three-electrode electrochemical 

cell, consisting of a BASi MF-2079 Ag/AgCl (3 M NaCl) reference electrode, and Pt 

wire counter and working electrodes.   The Pt working electrode was cleaned in 0.5 M 

H2SO4 solution between each experiment by first holding the electrode at +2 V for 2 min 

to oxidize surface impurities, and then cycling repeatedly between the onset potentials of 

hydrogen and oxygen evolution.  The final scan was stopped at the anodic limit, and the 

electrode was rinsed with DI water and then air dried.  Approximately 1 mM solutions of 

each coumarin were made in 25 mL of sieve-dried acetonitrile, with 0.1 M 

tetrabutylammonium hexafluorophosphate added as the electrolyte.  Samples were 

scanned from 0 - 1.0 V at 100 mV/s over three cycles to check for reproducibility and 

reversibility.  Oxidation potentials (E1/2) were calculated as the average between the 
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oxidation and recovery peaks and converted to the saturated calomel scale using the 

conversion E(SCE) = E(Ag/AgCl) + 0.042 V.50 

4.3 Results and Discussion 

4.3.1 Characterization of the Coumarin Studied 

The steady-state photophysics of the coumarins used here were characterized in 

three solvents expected to be of similar polarity:  [Py4][Tf2N], acetonitrile, and the non-

reactive ionic reference solvent [Im41][Tf2N].  Representative absorption and emission 

spectra in acetonitrile are shown in Figure 4.2 and absorption and emission frequencies 

are listed in Table 4.1.  Although there are some variations in vibronic structure, peak 

width, and Stokes shifts among the spectra in acetonitrile, the main difference among 

these dyes lies in their frequencies, which span much of the visible and near UV 

frequency range.  Additionally, apart from the much lower emission quantum yields in 

[Py4][Tf2N], the spectra are quite similar in all three of these solvents.  Figure 4.3 

illustrates this similarity for two cases, C7(153) and C11(102).  (Compilations of all 

spectra are provided in Appendix Figures B.1-B.3.)  The usual situation is represented by 

the C7 spectra in Figure 4.3.  As shown there, the only differences among either the 

absorption or emission bands in the three solvents are modest shifts of <450 cm-1.  C11, 

shown in Figure 4.3(b) is one of three dyes (C10-C12) whose lifetimes are sufficiently 

short (< 1 ps) in [Py4][Tf2N] that reliable steady-state emission could not be obtained.  

The observed emission of C11 in [Py4][Tf2N] is much broader than other emission 
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spectra, because it is comprised of emission from both C11 and impurities in the 

[Py4][Tf2N] that could not be adequately removed by solvent subtraction.  The curve 

labeled “fit” in Figure 4.3(b) is an estimate of the C11 emission obtained by fitting two 

emission bands, using information from early-time spectra, as described in Appendix 

Section B.1. 

Figure 4.4 compares several features of the absorption and emission spectra of all 

of the coumarins in these three solvents.  Panels (a) and (b) compare first moment 

frequencies, <n>, in the two ionic liquids with those in acetonitrile.  Frequencies in 

[Im41][Tf2N] are redshifted from those in acetonitrile by an average of 330 ± 40 cm-1 in 

absorption and 370 ± 40 cm-1 in emission.  The same is true of absorption frequencies in 

[Py4][Tf2N], where the shifts average 380 ± 60 cm-1.  These comparable absorption and 

emission shifts can be ascribed to the greater electronic polarizability in the ionic liquids, 

as represented by their refractive indices: 1.341 in acetonitrile51 versus 1.423 in 

[Im41][Tf2N]52 and 1.443 in [Py4][Tf2N].53  In contrast to [Im41][Tf2N], emission 

frequencies in [Py4][Tf2N] are on average equal to those in acetonitrile.  This difference 

probably reflects the fact that the shorter emission lifetimes in [Py4][Tf2N] do not allow 

sufficient time for solvent equilibration in S1 prior to emission.   

The free energy difference between the S0 and S1 electronic states, which is 

needed for calculating the driving force for excited-state electron transfer, can be 

obtained from the absorption and emission frequencies via 

       (4.1) )(2
1

01 emabshcG nn +=D
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where h is Planck’s constant and c the velocity of light.  Figure 4.4(c) shows that in these 

two solvents are well represented by DG01(Im41) @ 0.98DG01(ACN).  Reorganization 

energies associated with the S0 « S1 change, 

        (4.2) 

are likewise highly correlated in these two solvents, l01(Im41) @ 1.01l01(ACN).  It is not 

possible to obtain reliable estimates of DG01 or l01 from the [Py4][Tf2N] spectra due to 

lack of equilibrated emission in this solvent.  Nevertheless, based on the similarity in the 

absorption frequencies, it seems safe to conclude that the energetic aspects of the electron 

transfer reaction in should be similar in all three solvents.   

 Reaction free energies of photo-induced electron transfer between the coumarins 

and the 1-butylpyridinium cation can be estimated from the Rehm-Weller equation,  

    (4.3) 

where Eox(C0/C+) and Ered(Py+/Py0) denote the oxidation and reduction potentials of the 

coumarin donor and 1-butylpyridinium acceptor, respectively, and Dwes accounts for the 

difference in electrostatic energies of the reactant and product states.  For the charge shift 

processes examined here, this Dwes term is assumed to be zero.   

 The oxidation potentials of ten of the coumarin donors were measured using 

cyclic voltammetry.  Most the coumarins exhibited reversible oxidation peaks with 

oxidation potentials ranging from 0.4 to 1.0 V vs. SCE in acetonitrile.  Values of Eox are 

listed in Table 1 and representative voltammograms provided in Appendix Section B.2.  

As discussed in the Supporting Information, a systematic difference is found between the 

)(2
1

01 emabshc nnl -=

esoxredET wGCCEPyPyEeG D+D---=D ++
01

00 )]/()/([



96 

 

present values and the few points of comparison available in the literature.54-56  The only 

direct comparisons are with early data of Jones et al.,54 who measured the oxidation 

potentials of three of the coumarins studied here in acetonitrile.  In these three cases the 

present values are an average of 0.26 V smaller than theirs.  Several other measurements, 

mostly in water,56 also suggest that the present values might be low.  Unfortunately, the 

instruments used for CV measurements became unavailable before the source of these 

differences could be investigated.  For this reason, as well as to estimate values for two 

additional coumarins, oxidation potentials were also estimated from electronic structure 

calculations.  As described in Appendix Section B.2, the computational approach recently 

described by Roth57 predicts oxidation potentials linearly related to the experimental 

values with a correlation coefficient of 0.98 and a standard error of ±0.03 V.  This 

excellent correlation lends confidence to the measured values.  For purposes of 

calculating DGET we therefore use the 10 measured values together with two calculated 

values (C1/151 and C4/545).  The reduction potential of 1-butylpyridinium was not 

measured in the present work; however, Ered of the homologs 1-methyl- and 1-

ethylpyridinium were previously reported to be -1.32 and -1.33 V (vs. SCE in 

acetonitrile).58  The value estimated by the method Roth is -1.37 V.  For consistency, the 

latter value is used here for calculating DGET.  

 Free energies of excited-state electron transfer between these coumarins and the 

1-butylpyridinium cation estimated using Eq. 4.3 are also listed in Table 4.1.  These 

values pertain to reaction in acetonitrile, but as already discussed, the energies in 

[Py4][Tf2N] and [Im41][Tf2N] are expected to differ little from the acetonitrile values.  
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Note that the numbering of the coumarin dyes here is chosen to coincide with increasing 

driving force, -∆𝐺*+.  As will soon become evident from their ET kinetics, the coumarins 

divide into two groups according to ∆𝐺*+.  This grouping can be understood in terms of 

the presence of electron donating or accepting groups at the 3 and 4 positions of the 

coumarin ring, as quantified by their Hammett s values.59  Coumarins C1 - C8 have 

electron accepting groups (s > 0) at these positions, and their -∆𝐺*+ values span the 

range 0.53 £ -DGET £ 0.70 eV, whereas coumarins C9 - C12 have electron donating 

groups (s£0) and 1.0 £ -DGET £ 1.2 eV.  As shown in Appendix Figure B.8, electron 

accepting groups both reduce the S0«S1 transition energy and simultaneously increase 

the oxidation potential of these molecules, thereby increasing the driving force for 

excited state electron transfer.  No commercially available 7-aminocoumarin dyes were 

identified having weak electron accepting substituents (0 < s < 0.4) that would be 

expected to fill the 0.3 eV gap in DGET between the two groups of molecules.   

4.3.2 Quenching by Py4+ in Dilute Acetonitrile Solution 

An initial characterization of the electron transfer process was carried out using 

Stern-Volmer analysis of steady-state and TCSPC measurements of quenching by dilute 

[Py4][Tf2N] in acetonitrile.  The fluorescence lifetimes of the coumarins in acetonitrile in 

the absence of quencher are compiled in Table 4.1.  All TCSPC emission decays in 

acetonitrile were observed to be single exponential, with lifetimes ranging between 2-6 

ns.  For comparison, decays were also measured in [Im41][Tf2N].  In contrast to 

acetonitrile, these decays were slightly non-exponential, consisting of a dominant 
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nanosecond component plus a minor component of a few hundred picoseconds.  The 

latter component is attributed to the slow dynamic Stokes shift in this high-viscosity 

solvent (63 mPa s at 293 K52,60).  The dominant, nanosecond components in [Im21][Tf2N] 

were all close to, but an average of 12% larger than the lifetimes in acetonitrile.  (The 

exception is C2/152, whose lifetime which was >60% greater, presumably due to the 

high viscosity inhibiting the well-known twisted intermolecular charge transfer reaction 

of this molecule.61-65)   

Representative data sets illustrating the quenching of coumarin emission by Py4+ 

in acetonitrile solution are shown in Figures 4.5 (C2/152) and B.9 (C11/102).  Panel (a) 

of Figure 4.5 (a) shows changes to the absorption spectra upon sequential addition of 

[Py4][Tf2N] to a C2/acetonitrile solution.  The large decrease in peak absorbance here 

reveals an important general feature of excited-state quenching of 7-aminocoumarins by 

Py4+: these dyes photodegrade in the presence of Py4+.  In the example shown in Figure 

4.5, during the time required to make measurements on successive additions of 

[Py4][Tf2N] up to 0.2 M, a 7% dilution, the peak absorbance of C2 decreases by roughly 

40%.  Thus, approximately 30% of the dye is degraded over the course of this 2-hour 

experiment.  The increasing absorbance above 31,000 cm-1 in Figure 4.5(a) indicates that 

a UV-absorbing product is being formed during this process.  The constant shape of the 

emission spectra in panel (b) shows that the photoproduct has little effect on the steady-

state emission; however, as can be seen in panel (c), it is emissive enough to add a small-

amplitude nanosecond component to the time-resolved emission decays (panel c).  

Significant degradation is observed only during exposure to the laser excitation used for 
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TCSPC measurements, and its extent varies considerably among the dyes studied, as can 

be seen by comparing Figures 4.5 and Appendix Figure B.9.  More discussion of this 

photodegradation and its potential effect on the data reported here can be found in 

Appendix Section B.3.  With suitable precautions, such as limiting exposure times and 

accounting for any depletion in probe concentration during sequential measurements, 

reliable kinetic data can be obtained. 

Bimolecular rate constants, kq, were determined by fitting the concentration 

dependence of the integrated emission intensities I and lifetimes t to the Stern-Volmer 

type equations: 

        (4.4) 

         (4.5) 

Where I0 and t0 are the intensity and lifetime in the absence of quencher and [Q] is the 

quencher concentration.  Figure 4.5(d) and B.9(d) provide examples of such fits.  

Whereas most of the data conformed to the linear concentration dependence implied by 

Eqs. 4.4 and 4.5, the steady-state intensities of dyes C8 – C12 were better fit by quadratic 

functions of [Q].  (See Figure B.9 for an example.)  In these cases, the linear coefficient 

of the quadratic fit, which corresponds to [Q] ® 0 limiting behavior, was used to 

estimate .  When determining lifetimes for this analysis, we ignored the nanosecond 

components of the decays resulting from photodegradation.  However, it should be noted 

that even if these nanosecond components were included, only produce a few percent 

difference in the value of  would be obtained.   
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 Rate constants for dilute quenching in acetonitrile are plotted versus the electron 

transfer driving force in Figure 4.6.  Panel (a) shows that  and  are the same to 

within uncertainties in nearly all cases.  kq varies by a factor of 5 over the 0.69 V range of 

DGET accessed by these data.  This modest dependence of kq on DGET presumably reflects 

the fact that diffusion is limiting the rates at higher driving force.  The estimated 

diffusion-limited rate, , in acetonitrile at 293 K is 17 ns-1 M-1, indicated by 

the horizontal dashed line in Figure 4.6(a).   

 The present results are similar to what has been found in numerous other dilute 

fluorophore/quencher systems previously studied.44,45,66-71  For comparison, Figure 4.6(b) 

shows these results together with data reported by Nad and Pal44 on the quenching of six 

excited 7-aminocoumarin dyes by six aromatic amine donors in acetonitrile (blue circles).  

The average quenching rate constants  reported here for oxidative 

quenching of excited-state coumarins by Py4+ are on average ~24% smaller than those 

reported by Nad and Pal for reductive quenching of coumarins over the same range of 

DGET.  Also shown by the solid black curve in Figure 4.6(b) is the empirical fit of over 70 

aromatic fluorophore – quencher pairs in acetonitrile, taken from the seminal work of 

Rehm and Weller.13,66  The Rehm-Weller data covered over a 2 eV range of driving force 

and clearly demonstrated the limiting action of diffusion as well as the lack of the 

turnover predicted by Marcus theory (dashed curve).  Rates for the most exergonic cases 

measured here slightly exceed the diffusion limit, which is not unusual when -DGET > 1 

eV.40 
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4.3.3 Quenching Dynamics in Neat [Py4][Tf2N] 

Quenching kinetics in liquid [Py4][Tf2N] were measured using both TCSPC (25 

ps IRF) and KGE (400 fs IRF), in order to capture the full range of quenching times.  

Figure 4.7 illustrates the type of data observed in TCSPC experiments.  Figure 4.7(a) 

compares the decay of C7/153 in neat [Py4][Tf2N] with decays in acetonitrile and 

[Im41][Tf2N].  In contrast to the exponential fluorescence of C7 (t = 5.7 ns) and most 

other coumarins in acetonitrile, and the nearly exponential fluorescence in [Im41][Tf2N] 

(t2 = 5.9 ns), in neat [Py4][Tf2N], C7 decays much more rapidly and its decay is clearly 

nonexponential.  [Py4][Tf2N] itself, shown for comparison, also has a weak but noticeable 

and nonexponential emission.  The amplitude of the nanosecond tail of the decay of C7 in 

[Py4][Tf2N] is comparable to that of [Py4][Tf2N] alone, as are the nanosecond times 

associated with this tail.  As discussed in Appendix Section B.3, this nanosecond 

component is attributed to a combination of emission from impurities in [Py4][Tf2N] plus 

contributions from coumarin photoproducts caused by laser irradiation. 

Figure 4.7(b) shows TCSPC data of six coumarins in [Py4][Tf2N] in order to 

illustrate the range of dynamics observed.  All of the decays are nonexponential, 

requiring 2-3 exponentials for accurate fits.  As in the C7 data in panel (b), a minority 

component, comprising <3% of the amplitude, with a time constant in the nanosecond 

range is often observed.  Over the limited time window of Figure 4.7(b) this slow 

component is only noticeable in the most rapidly decaying dyes, C8 and C10.  We 

attribute any components with time constants greater than 1 ns to impurity emission and 
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neglect them in analyzing these data.  However, such components, are sufficiently small 

in amplitude and well separated from other components their exclusion has minimal 

effect on the characteristic times reported here. 

Kerr-gated emission spectroscopy was used to capture components of the 

quenching process faster than 25 ps.  KGE data of C7/153 in [Py4][Tf2N], which are 

representative of coumarins having broadly distributed kinetics, are shown in Figure 4.8.  

An example of a case (C10/6H) in which quenching is largely complete in a few 

picoseconds is provided in Appendix Figure B.12.  In the top panel of Figure 4.8 are 

time-resolved spectra.  In addition to the overall decay of intensity, the spectrum of C7 

undergoes a red shift with time.  This dynamic Stokes shift reflects the dynamics of 

solvent reorganization, a phenomenon already well-studied in the case of C7/C153.72  

Such dynamic shifts are expected to occur for all of these solvatochromic 7–

aminocoumarin dyes.  The dashed curves Figure 4.8(a) show fits of the spectra to 

lognormal functions.  The bottom panels of the figure are the peak frequencies and 

normalized peak and integral intensities obtained from the lognormal fits.  Such functions 

could be reasonably represented as 2- or 3-exponential functions (black curves).  The 

peak shift (np(t)) data are what one would expect for solvation of these molecules except 

that the short lifetimes in [Py4][Tf2N] mean that roughly half of the Stokes shift is 

unobserved, occurring after most of the S1 population has decayed.  (For example, 

compare Fig. 4.8(b) to Figure 4 of Ref.72) 

To more completely define the complete quenching dynamics in neat [Py4][Tf2N], 

fits to the TCSPC and KGE decays were spliced together using the method described in 



103 

 

Appendix Section B.4.  The composite, normalized emission decays, , 

so produced are shown in Figure 4.9(a).  The grouping of dyes into slow (C1 - C8) and 

fast (C9 – C12) sets is much more evident here than in the TCSPC data alone.  All 

decays are broadly distributed in time, especially those in the slow grouping, as 

emphasized by the single exponential decay shown for comparison (dashed curve).  

Figure 4.9(b) provides an alternative representation of these same data in the form of 

lifetime distributions, A(t) defined by .  Laplace inversion of 

the emission decays was accomplished using a maximum entropy approach as detailed in 

Appendix. Section B.5.  These lifetime distributions should be viewed as providing only 

semi-quantitative representations of the decay data because the shapes and widths of 

peaks in A(t) depend upon the uncertainties assigned to the In(t), and these uncertainties 

are only estimates.  The main use of the such distributions is to point out the fact that the 

slower coumarins still contain lifetime components in the 0.1-10 ps range, in addition to 

primary components in the 10-1000 ps range, highlighting again the remarkable breadth 

of their quenching dynamics.  In contrast, the fast set of dyes (C9 – C12) are dominated 

by lifetime components below 10 ps.  These faster decays are also clearly 

nonexponential.  Finally, it should be noted that three dyes (C1, C4, and C5) are not 

included in Figure 4.9 because only TCSPC data were collected for these cases.  

Three rate coefficients are used to characterize these lifetime data:   
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 ,     (4.7) 

and         (4.8) 

The coefficients k0 and kav emphasize the fastest and slowest portions of the decay, and 

k1e provides an effective overall rate coefficient.  In Figure 4.10 these coefficients are 

plotted versus the driving force for electron transfer, -DGET.  As illustrated here, all three 

characteristic rates increase approximately exponentially with -DGET, placing the 

reactions within the “normal” electron transfer regime.  In contrast to the strong 

dependence of k1e, and kav on driving force, the fastest components of the reaction 

measured by k0 increase to a much lesser extent; the slopes in Figure 4.10 are 1.6, 8.9, 

and 7.8 for k0, k1e, and kav, respectively.   

 Of central interest in the present work is to determine how electron transfer 

quenching in a neat ionic liquid like [Py4][Tf2N] differs from the analogous reaction in a 

neat conventional solvent.  Toward this end, the data in Figures 4.9 and 4.10 are 

compared to the closest reactions previously studied in conventional solvents, coumarin 

quenching in neat substituted aniline solvents.  (Note that one superficial difference 

between these systems is that quenching of excited coumarin dyes in [Py4][Tf2N] entails 

electron donation to the solvent, whereas in anilines the solvent is the electron donor.)  

Yoshihara and coworkers22-26 with additional work by Castner et al.27 compiled a large 

database on coumarin + neat aniline reactions including data on 12 different coumarin 

dyes and 14 aniline derivatives and deuterated variants.  The data used here are mainly 

from the compilation in Ref.25  

1
11

1
11 )(:    where -- =º etIttk eneee

1

0

1 )(
-¥

-

þ
ý
ü

î
í
ì

=º ò dttIk nav t



105 

 

 Figure 4.11(a) compares two pairs of decays observed in [Py4][Tf2N] with 

corresponding decays in aniline solvents.  The particular pairs (C10/6H + [Py4][Tf2N] 

and C152 + dimethylaniline) and (C7/153 + Py4+, C153 + diethylaniline) are selected to 

have close to the same values of t1e (~0.5 ps and ~40 ps) in the two solvent types.  The 

decays are similar in the fast-reacting pair.  In aniline solvents, nearly all coumarins have 

all been characterized as having biexponential emission decays.25,27  The fastest decays in 

[Py4][Tf2N] are also close to biexponential, but often have an additional longer time 

component.  In contrast, in the slower reactions studied here, the decays are much more 

dispersive than in aniline solvents.  In the ionic liquid, lifetime components in the 102-103 

ps range are found, whereas components of more than 100 ps are almost nonexistent in 

aniline solvents.25,27   

 Figure 4.11(b) compares values of k1e in [Py4][Tf2N] and aniline solvents.  The 

latter times include 40 data on different coumarin / substituted aniline solvents.  (The 

variety of both solvents and solutes is part of the reason for their greater scatter.  The 

filled symbols show data in a single solvent, dimethylaniline.)  Two points of comparison 

with the present data are noteworthy.  First, the maximum observed rates observed in the 

two systems do not differ significantly:  5´1013 s-1 in aniline solvents versus 3´1013 s-1 in 

[Py4][Tf2N].  Second, the two sets of data span rather different ranges of DGET, with the 

driving force in [Py4][Tf2N] being ~0.5 eV greater than in the aniline solvents.  In order 

to facilitate additional comparisons between these two systems and others, fits to the 

classical Marcus equation,  
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    (4.9) 

are plotted in Figure 4.11(b).  Equation 4.9 is a based the transition state approximation 

and assumes the nonadiabatic limit, wherein the electronic coupling between diabatic 

states, HDA, is much smaller than thermal energies, kBT.  l is the reorganization energy, 

comprised of intramolecular and solvent contributions, .  Regardless of the 

appropriateness of this description for modeling neat quenching reactions, fits to Eq. 4.9 

provide estimates of two metrics that can be compared among systems:  the total 

reorganization energy l and the maximum rate coefficient kmax, the pre-exponential factor 

in Eq. 4.9.   

 Values of l and kmax obtained from the fits in Figure 4.11(b) are compared to 

literature results on several systems of photo-induced electron transfers between donor-

acceptor pairs in Table 4.2.  One sees from these comparisons that the reorganization 

energy of 1.6 ± 0.2 eV estimated from the rate data in [Py4][Tf2N] are comparable to 

those deduced for other systems in the equally polar solvent acetonitrile.  Based on 

electronic structure calculations and continuum estimates similar to those detailed in 

Ref.40, values of lin = 0.31 eV and lsolv = 1.09 eV are obtained, for l = 1.4 eV in 

reasonable agreement with the kinetic value.  In the case of the coumarin + substituted 

aniline reactions, the value fit to Eq. 4.9 is only 0.5 eV, which is smaller than reported in 

other weakly polar solvents.  The maximum rates of electron transfer in both quenching 

solvents, 1012.5 s-1, are comparable to those observed in the porphyrin-based donor-
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acceptor dyads73,74 in Table 4.2 and roughly 101-102 times more rapid than charge 

recombination between photogenerated geminate radical pairs.75-77 

 Prior work on electron transfer quenching in neat redox active solvents has tended 

to highlight two different aspects of the process.  Yoshihara and coworkers22-25 focused 

on the nonexponentiality of the fluorescence decays observed, as well as the fact that 

quenching was often faster than solvation.  They applied a sophisticated model originally 

developed by Barbara and coworkers36 for treating intramolecular electron transfer.  This 

approach combined the semiclassical extension of Eq. 4.978 with the 2-dimensional 

classical diffusion model of Sumi and Marcus.79  Using approximate bi-exponential 

solvation response functions of the various aniline solvents, the Yoshihara group 

achieved some success in explaining both the nonexponential emission observed and the 

driving force dependence of the overall rates shown in Figure 4.11(b).  As already noted, 

the nonexponentiality of the emission in the ionic liquid is substantially greater compared 

to the liquids studied by Yoshihara’s group.  Figure 4.12 compares the solvation 

response, S(t), expected for [Py4][Tf2N] (blue curve) to the fluorescence decays, In(t), 

observed in this solvent (dashed curves) as well as to the solvation response in 

dimethylaniline (DMA) and acetonitrile (ACN).  Note that the solvation response of 

[Py4][Tf2N] has not been directly measured; however, both [Im41][Tf2N] (shown here) 

and the 1-butyl-1-methylpyrrolidinium liquid [Pr41][Tf2N] exhibit very similar S(t) 

functions,72 and [Py4][Tf2N] should not differ significantly.  The vastly different 

character of solvation in these ionic liquids compare to the conventional dipolar solvents 

DMA and ACN is clear from Figure 4.12.  Compared to the largely unimodal lifetime 
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distributions in these dipolar liquids, solvation in the ionic liquids is well separated into 

two components, a subpicosecond inertial component and a broadly distributed structural 

component.72  Whereas there is little overlap between the solvation response in DMA 

(and other aniline-based solvents) with the fastest quenching reaction observed,25 in the 

case of the ionic liquid reactions, even for the fastest reactions (C9 – C12) there is 

substantial overlap with the inertial component of solvation.  In the slower reactions C1 – 

C8 the broadly distributed quenching profiles In(t) resemble the solvation response, 

although the latter extend out to longer times.  Thus, it is not obvious that the approach 

used by Yoshihara and coworkers is necessary or even appropriate to these liquids. 

 Later studies10,27,37-39,80-82 in of quenching in neat conventional liquids have 

pointed to fundamental differences compared to the other systems listed in Table 4.2.  

First, instead of a single nearby partner, in neat redox-active liquids the fluorophore is 

surrounded by multiple partners.  For example, early molecular dynamics simulations of 

chromophores in dimethylaniline (DMA)27,37 indicate between 10-20 quencher molecules 

in the first solvation shell are close enough to contribute significantly to reaction.  Recent 

simulations of C7/15383 and cyanoanthracene fluorophores40 in ionic liquids suggest 

between 8-9 Py4+ cations populate the first solvation shell of typical fluorophores.  

Assuming these reactants act independently and with equal efficiency, the times and rate 

coefficients discussed above should be divided by these coordination numbers (n1) and 

the before comparing them to theories like that behind Eq. 4.9, which apply to a single 

reacting pair.  Doing so would lead to much greater overlap with solvation times, both in 

DMA and in [Py4][Tf2N]. 



109 

 

 More importantly, simulations indicate that relative product-reactant energies 

(DGET) and especially their coupling (HDA) vary markedly among the n1 neighbors of a 

chromophore.27,37,38,40  The electronic coupling is exquisitely sensitive to the relative 

orientation and position of chromophore-quencher pairs.40  For example, in DMA 

solvent, small relative displacements of solute and a DMA partner are predicted to give 

rise to 100-fold variations in  and thus kET (Eq. 4.9) on subpicosecond time 

scales.27,37,38  In ionic liquids, much the same behavior is expected, perhaps on much the 

same time scale, given that only small amplitude motions (1 Å or 20°) are required.40  

Changes in HDA of this magnitude should change the nonadiabatic/adiabatic character of 

the reaction and thus substantially alter the nature of the energy surface.  Given these 

observations, consideration of solvation dynamics alone seems unlikely to provide an 

adequate description of these reactions.  Apart from the heuristic kinetic model of 

Vauthey and coworkers80,81 no tractable models for this type of situation are available.  

Further simulation and theoretical work are needed in order to create realistic approaches 

to modeling these dynamics. 

4.3.4 Quenching in Concentrated [Py4][Tf2N] + Acetonitrile Mixtures 

To investigate the effects of dilution on the quenching process, the fluorescence 

decays of C10/6H in [Py4][Tf2N] + acetonitrile mixtures were measured.  Because these 

decays were rapid in all but the most dilute solutions, only KGE data were collected.  

Figure 4.13 shows representative decays and lifetime distributions.  Characteristic times 

2
DAH
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obtained from these decays are plotted versus composition in Figure 4.14.  To measure 

composition, volume fractions of the ionic component, 

 are used here, where xi and  are the mole 

fractions and molar volumes of the two components i.  (  = 286 cm3/mol53 and  = 

41, cm3/mol.51)  Surprisingly, dilution down to jIL = 0.6 (xIL = 0.22 or 2.1 M) has only a 

modest effect on the decay times -- k1e and kav decrease by ~20% and k0 increases by 

about twice this amount.  In contrast, the solution viscosity decreases by a factor of ~30 

at this dilution84 and a comparable decrease in solvation times is expected.85  However, 

this dilution is also expected remove ~80% of the Py4+ acceptor ions within the first 

solvation shell.83  These two effects as a function of jIL, speeding solvent dynamics and 

diluting reactive partners, have opposing effects on the overall reaction rate and 

apparently are compensatory over a large range of compositions.  At IL concentrations 

below jIL = 0.6, k0 continues increase slightly, whereas k1e and kav decrease rapidly and 

the lifetime distribution shifts to longer times as diffusion into the first solvation shell 

becomes necessary for complete reaction.  

4.4 Summary & Conclusions 

 This study reports the first measurements of the kinetics of electron transfer 

quenching by an ionic liquid.  Its main purpose was to provide a comparison to similar 

experiments in conventional dipolar solvents, and to explore whether the slower and 

more distributed solvent/solvation dynamics of ionic liquid solvents gives rise to any 

]//[)/( ACNACNILILILILIL VxVxVx +=j iV

ILV ACNV
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distinctive behavior.  It was hoped that such measurements would provide a new window 

on ionic liquid dynamics.   

 It was shown that a range of 7-aminocoumarin dyes are rapidly quenched in the 

ionic liquid 1-butylpyridinium bis(trifluoromethylsulfonyl)imide, [Py4][Tf2N].  The 

quenching mechanism entails electron transfer from an excited coumarin to the Py4+ 

cation, as confirmed by its strong dependence on DGET.  The direction of electron transfer 

is opposite to the well-studied case of electron transfer quenching of coumarin dyes in 

neat aniline and amine solvents.22-27  Nevertheless, the range of quenching rates observed 

(.01 £ k1e £ 3)´1012 s-1 is quite similar to the range previously reported for coumarins in 

substituted anilines.25  The reorganization energy required for the ionic liquid reaction is, 

however, considerably larger (~1 eV) in part due to the greater polarity of the ionic liquid 

compared to weakly polar aniline solvents.  Solvatochromic analyses indicate that 

solvation energies of coumarins in [Py4][Tf2N] are very close to those in acetonitrile 

solution, as expected from prior work.72  Bimolecular rate constants for oxidative 

quenching of coumarins by Py4+ in dilute acetonitrile solution are also close to (~24% 

smaller than) those for reductive quenching by anilines44 at the same driving force.  Thus, 

at least superficially, the present system shares much in common with the coumarin dye + 

substitute aniline system.  Preliminary experiments on the related ionic liquid [Py4][BF4] 

suggest that corresponding measurements should be possible in a range of pyridinium 

ionic liquids, potentially enabling both the driving force and solvent/solvation dynamics 

to be systematically varied.  Dilution with a non-reactive ionic liquid such as 
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[Im41][Tf2N] would also enable study of the dilution effect without changing the 

dynamics. 

 In the case of the most rapidly quenched coumarins, there is little to distinguish 

between the aniline and ionic liquid reactions.  In both cases reaction is faster than most 

of the solvation response and occurs over time scales similar to the fastest solvation 

components.  In contrast, quenching of slowly reacting coumarins spans a much larger 

range of times than in the cases available in the aniline systems.  It seems reasonable to 

associate the more dispersive response with the slow and broadly distributed solvation 

characteristic of ionic liquids.  Whether this association results from solvation dynamics 

controlling electron transfer, as in a number of intramolecular electron transfer 

reactions,19,20,86 or whether the generally slower motion in ionic liquids affects the small-

amplitude motions that modulate the electronic coupling needed to achieve reaction is 

unclear at this point.  More computational and theoretical work will be required in order 

to help clarify this distinction. 
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Figure 4.1:  Structures and labels of the coumarin dyes used in this study.  The bold 
numbering scheme C1 – C12 is ordered by increasing driving force for excited-state 
electron transfer.  The second numbers shown are the Kodak designations except for 
C4/545 and C6/498, where Exciton labels are used.  (See also Table 4.1.) 
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Figure 4.2: Normalized (a) absorption and (b) emission spectra of coumarins in 
acetonitrile. 
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Table 4.1: Measured Electronic Properties of Coumarins in Acetonitrile  

Label Kodak 
Label 

CAS 
Registry 
Number 

<ν>abs 
/ 103 cm-1 

<ν>em 
/ 103 cm 

ΔG00 
/ eV 

Oxidation 
Potential 
(vs. SCE) 

/ eV 

-ΔGET 
/eV 

τ0 
/ ns 

C1 151 53518-15-3 28.146 20.834 3.036(3) (1.14(4)) 0.53(4) 5.15 

C2 152 53518-14-2 26.217 19.12 2.81(1) 0.91(2) 0.53(2) 2.08 

C3 337 55804-68-7 22.104 18.488 2.67(1) 0.73(4) 0.58(2) 3.76 

C4 545 85642-11-1 24.683 18.232 2.52(2) (0.55(4)) 0.60(4) 2.77 

C5 334 55804-67-6 23.089 19.729 2.654(9) 0.67(2) 0.61(2) 3.4 

C6 498 87331-48-4 24.011 20.039 2.73(1) 0.75(2) 0.61(2) 3.89 

C7 153 53518-18-6 23.431 19.696 2.660(6) 0.67(2) 0.62(2) 5.68 

C8 314 55804-66-5 23.921 20.22 2.736(7) 0.67(2) 0.70(2) 3.32 

C9 1 91-44-1 28.079 22.473 3.134(5) (0.73(3)) 1.03(3) 3.35 

C10 6H 58336-35-9 26.658 21.057 2.958(4) 0.45(2) 1.14(2) 3.96 

C11 102 41267-76-9 27.079 21.532 3.013(4) 0.50(2) 1.14(2) 3.75 

C12 106 41175-45-5 27.318 21.651 3.036(5) 0.45(2) 1.22(2) 3.53 
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Figure 4.3:  Representative absorption (Abs) and emission (Em) spectra of two coumarins 
in acetonitrile (ACN), [Im41][Tf2N] (Im41) , and [Py4][Tf2N] (Py4).  The bottom panel 
illustrates the emission observed (obs) in one of the dyes one of the three cases where 
emission from the solvent could not be adequately subtracted from the dye emission.  The 
curve labeled “fit” is an estimate for the corrected emission of C11 obtained from time-
resolved spectra as described in Appendix Section B.1. 
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Figure 4.4:  Comparisons of the first moment frequencies and the derivative quantities 
DG01 and l01 (Eqs. 4.1 & 4.2) in the ionic liquids with these same quantities in acetonitrile 
(plotted on the abscissa).  Panels (a) and (b) compare absorption ( , blue) and emission 

( , orange) frequencies in [Im41][Tf2N] and [Py4][Tf2N], respectively, to acetonitrile.  

Two values of  are shown in the case C10-C12 in [Py4][Tf2N].  The open symbols 
are the values measured from steady-state spectra and the filled symbols from fits using 
time-resolved spectra as described in Appendix Section B.1.  The dashed lines in panels 
(a) and (b) indicated equality between frequencies in the two solvents.  Panels (c) and (d) 
plot the free energy change and reorganization energy associated with the S0 « S1 
transition as defined in Eqs. 4.1 and 4.2.  The lines are least-squares fits to the data. 
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Figure 4.5:  Example Stern-Volmer data for quenching of C2/152 by [Py4][Tf2N] in 
acetonitrile.  Panels (a) and (b) show absorption and emission spectra and panel (c) 
emission decays recorded with TCSPC at the quencher concentrations shown.  Panel (d) 
are plots of relative emission intensities and lifetimes (Eqs.4. 4 & 4.5) from which kq values 
are determined. 
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Figure 4.6: (a) Rate constants for quenching of coumarin dyes by [Py4][Tf2N] in 
acetonitrile solution obtained from Stern-Volmer analysis of the steady-state spectra (blue 
circles) and emission lifetimes (red squares).  The dashed line in this panel shows the 
predicted diffusion limited rate constant, kd.  (b) Average quenching constants obtained 
here (squares) compared to data on quenching of coumarin dyes by aromatic amines 
(circles) from Nad and Pal66 (squares) and the a fit to the large collection of aromatic 
fluorophore quencher pairs reported by Rehm and Weller66 (solid curve).  The dashed curve 
is the dependence predicted by the classical Marcus theory (as provided in Ref.66). 
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Figure 4.7: (a) Comparison of the emission decays of C7/153 in [Py4][Tf2N] (Py4) and with 
those in acetonitrile (ACN) and [Im41][Tf2N] (Im41).  The black decay (IRF) is the TCSPC 
instrument response function and the data labeled “Neat Py4” is the emission from 
impurities in the ionic liquid recorded under the same conditions as C7.  (b)  Emission 
decays of a selection of coumarin dyes in [Py4][Tf2N].   
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Figure 4.8:   A representative KGE data set of C7/153 in [Py4][Tf2N]. (a) Time-resolved 
spectra (solid curves) and lognormal fits (dashed).  (b) The peak frequency and (c) the 
normalized peak height and integrated area determined from the lognormal fits. Symbols 
in panels (b) and (c) are the KGE data and the curves are multi-exponential fits. 
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Figure 4.9:  (a) Normalized intensity decays resulted from spliced decays from TCSPC and 
KGE. (b) Lifetime distributions from maximum entropy fits.  
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Figure 4.10:  Characteristic rate coefficients obtained from emission decays in [Py4][Tf2N] 
using Eqs. 4.6-4.8.  The lines are fits to 𝑘 = 𝐴𝑒𝑥𝑝(−𝑏Δ𝐺*+.  Slopes b are 1.6, 8.9, and 7.8 
eV-1 for k0, k1e, and kav, respectively.   
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Figure 4.11:  Comparison of the present results in [Py4][Tf2N] (solid curves and blue 
symbols) with literature data on quenching of coumarin dyes in aromatic amine 
solvents26,27 (dashed curves and orange symbols).  Panel (a) shows pairs of normalized 
emission decays selected to have approximately the same t1e values in the two solvents.  
DMA = dimethylaniline, DEA = diethylaniline.  Panel (b) shows rate coefficients k1e 
(points) and fits of these data to Eq. 9 (curves). 
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Table 4.2: Comparisons of ET Parameters in Redox-Active Liquids and Other Systems  

Chromophores/Quenchers Reference Solvent Dielectric Reorganization 
Energy /  eV 

log(kmax) 
/ s-1 

Redox-Active Liquids 
CSh of 12 coumarins in 

[Py4][Tf2N] this work [Py4][Tf2N] ~38 1.6 12.5 

CS of 5 coumarins in 8 aniline 
solvents Shirota 1998 29 anilines ~6 0.5 12.6 

Charge Recombination in Contact Pairs 
DCA, TCA + 5 aromatic 

hydrocarbon donors Gould 1987 69 acetonitrile 37.5 1.5 10.5 

DCA + 21 assorted donors Vauthey 1988 71 acetonitrile 37.5 1.6 11.0 

16 assorted donor-acceptor 
pairs Mataga 1988 70 acetonitrile 37.5 1.5 11.0 

Intramolecular D-A Dyads 
CS & CR in 3 porphyrin-

quinone dyads 
Wasielewski, 

1985 67 butyronitrile 24.8 1.0 11.5 

CS in porphyrin-imide dyads Mataga 2001 68 

acetonitrile 37.5 1.1 12.8 

triglyme 7.0 1.0 12.8 

THF 7.6 0.8 12.8 
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Figure 4.12:  (a)  Comparison of the emission decays, I(t), of coumarins C7/153 and 
C10/6H in [Py4][Tf2N] with solvation response functions, S(t), in [Im41][Tf2N] (Im41, Ref. 
72), dimethylaniline (DMA; Ref. 26) and acetonitrile (ACN, Ref. 85).  (b) Lifetime 
distributions obtained from maximum entropy fits to the data in (a). 
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Figure 4.13:  Representative (a) intensity decays and (b) lifetime distributions of C10/6H 
in [Py4][Tf2N] + acetonitrile mixtures. 
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Figure 4.14:  Characteristic rate coefficients obtained from emission decays C10/6H in 
[Py4][Tf2N] + acetonitrile mixtures.  Curves are only to guide the eye. 
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Chapter 5 
 

Summary and Future Work 

Ionic liquids provide a relatively new liquid medium, one composed entirely of ions, in 

which to do chemistry.  For over a decade, the Maroncelli group has studied the physical 

properties of ionic liquids, seeking to understand how chemical reactions might differ in 

ionic liquids compared to conventional solvents.  Motivation for this work is partly 

curiosity and partly because such an understanding should help guide and expand the use 

of ionic liquids in a variety of applications.  Of most interest to the present work, ionic 

liquids have a number of advantages as potential electrolytes in a number of energy 

technologies.  Before a broad implementation in these technologies, a better 

understanding of the effects of a purely ionic environment on electron transfer is needed.   

Early studies of bimolecular electron transfer between dilute donors and acceptors 

in ionic liquids provided some insights on the distinctions between electron transfer in 

ionic and conventional dipolar liquids.  However, due to the difficulty of accurately 

modeling reactant diffusion in ionic liquids, complex analyses are required to separate 

out the diffusive and actual electron transfer components of the overall reaction.1,2  This 

dissertation describes two methods of studying electron transfer between an electron 

donor and acceptor without the need to consider the diffusional component to 

bimolecular reaction: (1) electron transfer in a new donor-acceptor intramolecular dyad 

and (2) in a neat ionic liquid that acts as an electron acceptor to photo-excited reactants. 
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 In the first project, a new donor-acceptor dyad was characterized in both 

conventional solvents and ionic liquids. The dyad was composed of coumarin 152 and 

dimethylaniline components, a commonly used bimolecular pairing, linked by a 

methylene bridge. While the conformational flexibility of the dyad was an initial concern, 

it was found that this flexibility only caused the kinetics to be distributed over a small 

range, unlike several other dyads previously created for such studies.3,4 Electron transfer 

rates measured in the dyad were similar to those estimated from contact pairs of coumarin 

152 and dimethylaniline in the corresponding bimolecular reaction.  Reaction rates of the 

dyad in over twenty different solvents were measured, including dipolar and quadrupolar 

liquids, solvent mixtures, and ionic liquids, and found to be strongly correlated with 

solvent polarity.  The three ionic liquids studied and ethylene glycol deviated from this 

trend, presumably due to their much higher viscosities. The dependence on viscosity was 

confirmed based on temperature-dependent measurements, primarily in a single ionic 

liquid.  This dependence was hypothesized to result either from the effect of viscosity on 

intramolecular motions required for reaction or from reaction being controlled by 

solvation, which slows roughly in proportion to viscosity.  More experiments are needed 

to confirm dependence on viscosity/solvation time and to try to distinguish between these 

two factors.   

One proposed set of experiments are measurements in a series of mixtures of 

acetonitrile and propylene carbonate.5,6  These two solvents have similar polarities, but 

very different viscosities (𝜂 = 0.341 and 2.53 mPa×s respectively).  Using Kerr-gated 

emission spectroscopy, the quenching rate of the probe in these mixtures could be 

measured and the effect of viscosity studied in the absence of changes to reaction 
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energetics.  Additionally, more ionic liquids should be tested for suitability with this 

probe, such as popular imidazoliums and pyrrolidiniums with different alkyl chain 

lengths or anion pairings to systematically vary physical properties.  However, the ionic 

liquids will need to be carefully purified in order to avoid acidic impurities, which cause 

dissociation of the dyad. 

 In the second study, a pyridinium ionic liquid, [Py4][Tf2N], was used as a neat 

electron-accepting solvent for reactions with twelve coumarin dyes.  Characterization of 

these coumarins in studied in [Py4][Tf2N], as well as acetonitrile and a nonreactive 

imidazolium ionic liquid showed that despite the differences in viscosity and ionicity, the 

electronic states of the coumarins were quite similar among the three solvents.  This 

similarity allowed for accurate estimation of the reaction free energy of the electron 

transfer in the neat ionic liquid using measurements in acetonitrile.  In this manner, 

reaction energies were found to vary over a 0.7 eV range.  Electron transfer rates 

[Py4][Tf2N] were measured using both TCSPC and KGE spectroscopy. The emission 

decays observed were broadly distributed in time, with overall rates that showed a strong 

dependence on the driving force for reaction.  Further study is needed in order to 

distinguish between two alternative explanations for the quenching behavior observed:  

(i) reaction control via solvent fluctuations altering the reactant and product energies or 

(ii) control by small-amplitude relative reactant motions that affect the electronic 

coupling.  Both of these factors should be slower in ionic liquids compared to 

conventional solvents and a combination of experimental and computational work will be 

needed to try to distinguish between these possibilities. 
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 Future experimental work for this project should include measurements of the 

temperature dependence of the rates to examine how they relate to the viscosity of the 

ionic liquid.  Additionally, a few more ionic liquids should be used as quenchers to 

understand the effects of properties such as viscosity and ion size. The most easily 

accessible liquids would be similar pyridinium ionic liquids with different alkyl chain 

lengths and paired with different anions. Especially valuable would be studies of liquids 

that form glasses, where quenching could be studied under conditions where reactants are 

immobilized.  These ionic liquids need to be selected and/or carefully purified to ensure a 

sufficiently low level of fluorescing impurities for these studies.  Finally, additional 

measurements of mixtures of reactive and nonreactive ionic liquids should be helpful in 

better defining how the electron transfer rate varies with the number of nearest neighbors 

reacting partners. 
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Appendix A 
 

Supporting Information for Chapter 3 

A.1 Acid-Catalyzed Decomposition of the Dyad and Impurity Emission 

In the presence of traces of acid (e.g., HCl, acidic silica gel), the C152-DMA dyad 

undergoes decomposition via protonation at the 7-amino position of the coumarin ring.  

This protonation results in cleavage of the C–N bond between the benzylic carbon and 

nitrogen.  Upon cleavage, the C–N bond electron pair migrates to the amine nitrogen, 

resulting in the formation of the highly fluorescent coumarin H152 molecule (Figure A.1) 

and an N,N-dimethyl-p-toluidine benzylic carbocation, which reacts with the conjugate 

base (e.g., Cl–) of the acid to form a stable byproduct. 

As discussed in the text, emission decays of the dyad often contained a clearly separated 

slow component of small amplitude whose time constant was close to that of H152.  

Figure A.2 shows the longest component of the dyad emission (t4) obtained from 

unconstrained multi-exponential fits plotted versus the lifetime of H152 (tH152) in various 

solvents.  Only solvents for which the amplitude of t4 was £6% are included.  The values 

of t4 are systematically smaller than the tH152, with the average difference being 0.65 ns 

or -14%.  This deviation is likely due to other components of the fits, all of which have 

shorter lifetimes, mixing in with these very small amplitude components.  When this 

longest component is constrained to equal tH152 the quality of the fit was not degraded 

and the changes to the other components were minor and had little impact on quantities 
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such as <t>dyad.  Thus, treating this component as H152 impurity in the dyad samples 

seems safe and well justified. 

 Quantification the amount of impurity in various samples was attempted using 

HPLC.  Use of a reversed-phase C18 column with a mobile phase of 25/75 vol% 

acetonitrile/water enabled clear separation of a peak due to H152 in select dyad samples 

at levels of less than a few percent.  Unfortunately, neither electronic absorption nor 

emission detection provided reproducible concentrations.   
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Figure A.1:  Left:  Mechanism of the acid-catalyzed decomposition of C152-DMA: (i) 
protonation; (ii) cleavage with concomitant formation of the highly fluorescent by product 
H152; and (iii) carbocation scavenging.  Right:  Vials 1 and 2 show C152-DMA dissolved 
in ethanol containing one drop of water (vial 1) or one drop of 0.1 N HCl (vial 2).  The dye 
cleavage is essentially instantaneous upon acid addition leading to the fluorescent product 
H152.  Vials 3 and 4 show the aminocoumarin H152 in ethanol, in the absence and presence 
of a drop of HCl, respectively. Under UV lamp excitation, no visual difference was 
discernable for these two samples. 
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Figure A.2:  Comparison of the longest lifetime component (t4) of the dyad with the 
lifetime of H152.   Dyad decays were fit to 4 exponential components without any 
constraints on the time constants.  Only solvents in which the longest lifetime dyad 
component accounted for £6% of the amplitude are included. 
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Figure A.3: 2d representations of dyad conformational distributions in the gas-phase and 
in acetonitrile solution.  The values indicated here are the numbers of occurrences out of 
5´105 samples.  Angles are measured in degrees. 
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Figure A.4: Time dependence of the dyad dihedral angles D1-D3 during a 10 ns portion of 
the acetonitrile simulations.   
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Figure A.5:  Distributions of (a) the angle between the aromatic planes and (b) the center-
of-mass distance between the donor and acceptor groups of the dyad in acetonitrile.  The 
distributions are separated into contributions from the four conformational regions defined 
by the quadrants D2 and D3 = 0 (as shown in Fig. 3.2).   
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Table A.1:  Solvent Properties and Characteristics of the Steady-State Spectra of C152, H152, and the C152-DMA 
Dyad(a) 

Solvent Abbr. er nD Δf 

h (20 
°C) 

/ mPa 
s 

<nabs> 
C152 

/ 103 cm-1 

<nabs> 
H152 
/ 103 
cm-1 

<nabs> 
Dyad 
/ 103 
cm-1 

<nem> 
C152 

/ 103 cm-1 

<nem> 
H152 

/ 103 cm-1 

<nem> 
Dyad 

/ 103 cm-1 

Ethylene Glycol EG 37.7 1.4306 0.399 16.1 25.21 25.63 25.28 18.04 18.73 19.19 

Methanol MEOH 32.66 1.3265 0.710 0.551 25.70 26.09 25.51 18.41 19.08 19.30 

Acetonitrile ACN 35.94 1.341 0.709 0.341 25.84 26.68 25.74 19.08 19.91 19.34 
Dimethyl 
Sulfoxide DMSO 46.45 1.477 0.655 1.991 25.27 25.63 25.14 18.44 19.07 19.49 

Propylene 
Carbonate PC 64.92 1.419 0.703 2.53 25.57 26.32 25.47 18.86 19.69 19.70 

Methyl Acetate MEAC 6.68 1.3589 0.433 0.364 26.19 26.73 25.95 19.82 20.56 20.11 

Tetrahydrofuran THF 7.58 1.4050 0.441 0.462 26.08 26.52 25.81 20.02 20.59 20.15 

Dibutyl Ether DBE 3.08 1.3968 0.170 0.645 26.67 27.02 26.37 21.35 21.69 21.16 

Toluene TOL 2.38 1.4941 0.024 0.553 26.20 27.15 25.96 21.10 21.67 20.71 

Dioxane DIOX 2.21 1.4203 0.031 1.194 26.48 27.13 26.18 20.50 21.11 20.28 

Cyclohexane CHEX 2.02 1.4235 0 0.898 27.13 28.12 26.63 22.72 23.03 22.20 

[Pr41][Tf2N] PR41 11.9 1.4243e -- 98e 25.72 26.48 25.72 19.05 19.79 19.97 

[N8881][Tf2N] N8881 7.6b 1.4388c 0.424 680c 25.86 26.00 25.87 20.04 20.26 20.60 

[P14,666][Tf2N] P14,666 -- 1.4516d 0.418 470 25.43 25.88 25.43 20.05 20.61 20.60 
 

(a) er, nD, Df, and h are the relative permittivity, refractive index, nuclear polarizability (Eq. 2) and viscosity of 
the solvent.  Most values are for 25 °C unless otherwise noted.  Values from Ref. 1.  <nabs> and <nem> are the 
first moment wavenumbers of the S1 absorption and emission spectra (20 ± 1°C). 

(b) Ref. 2 
(c) Ref. 3 
(d) Ref. 4 
(e) Ref. 5 
(f) Ref. 6 
(g) Ref. 7 
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State Wavefunction Composition Energy 
/eV 

Oscillator 
Strength 

Dipole 
Moment 

/D 

LE 0.63(HOMO-1 ® LUMO)    
- 0.29(HOMO ® LUMO) 3.55 0.50 15.5 

CT 0.28(HOMO-1 ® LUMO)   
+ 0.63(HOMO ® LUMO) 4.14 0.01 33.2 

 

Figure A.6:  The frontier molecular orbitals and select properties of the LE and CT states 
of C152-DMA based on gas-phase TD-DFT calculations at a typical ground state geometry 
using the CAM-B3LYP/6-311++G(d,p) model chemistry. 
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A.2 The TICT Reaction of C152 and its use as a Lifetime Reference 

Coumarin 152 is known to undergo an excited-state twisted intermolecular charge 

transfer (TICT) reaction in high-polarity solvents.8-12  This reaction leads to internal 

conversion, which is signaled by a reduction in the quantum yield and fluorescence 

lifetime.  In light of this reaction, the aptness of C152 for estimating the lifetime of the 

C152-DMA dyad in the absence of electron transfer should be considered, as should the 

question of whether such a TICT reaction might also occur in the dyad.   

Figure A.7 compares the lifetimes of C152 with those of H152 and the dyad, all plotted 

versus the dyad emission frequency.  The drop in C152 lifetime when < 20´103 cm-

1, equivalent to an effective dielectric constant e > 10, is taken as evidence for the TICT 

process becoming accessible.  No such change in lifetime is apparent in the case of H152.  

A similar lack of TICT formation was previously reported in C500, the variant of H152 

in which the NHCH3 group is replaced by NHC2H5.9  Apparently, removal of one of the 

alkyl groups increases the amino oxidation potential sufficiently that this reaction turns 

off. 

The dyad data included in Figure A.7 make it clear that the TICT reaction in C152 

should have a negligible effect on its use as a lifetime reference for the dyad.  The TICT 

reaction only alters the lifetime of C152 in the more polar solvents studied and, in such 

solvents, the dyad fluorescence rate 1/< 𝜏 >dyad is over 50 time greater than the C152 

decay rate. 
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Figure A.7:  Lifetimes of C152, H152, and the C152-DMA dyad plotted versus average 
emission frequency of the dyad.  For the dyad lifetime < 𝜏 >dyad is used, which omits the 
small decay component attributed to H152 impurity. 
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Figure A.8: Electron transfer rate constants of the dyad plotted versus the total electric 

polarizability of the solvent.  Symbols denote the logarithmic average of  and , and 
the ends of the error bars their individual values.  Note that the polarities of the quadrupolar 
solvents toluene and dioxane and the ionic liquids are not properly represented by f(er) and 
are therefore shown in parenthesis. 
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A.3 Temperature Dependence in [N8881][Tf2N] and [P14,666][Tf2N] 

The two high-viscosity ionic liquids [N8881][Tf2N] and [P14,666][Tf2N] were 

studied over a wide temperature range to determine whether electron transfer occurs at 

higher temperatures and to compare relative solvation times in the two liquids.  

Figure A.9 shows the steady-state emission of C152 and the dyad in [P14,666][Tf2N].  The 

spectra of both solutes shift to the red with increasing temperature, with little change in 

spectral shape.  Average emission frequencies from these and equivalent spectra in 

[N8881][Tf2N] are shown in Figure A.10.   

Also shown in Fig. A.10(a) are viscosities of all three of the ionic liquids studied.  

These viscosities are from fits of literature data to the equation 

.  Fit parameters are summarized in Table A.2.  Over the 

temperature range studied, the viscosities of the high-viscosity liquids range from >106 

mPa*s at temperatures below 230 K to ~30 mPa s at the high temperature, 353 K.  As 

discussed shortly, there is no indication that the electron transfer reaction takes place at a 

detectable rate (kET>107) in either [N8881][Tf2N] or [P14,666][Tf2N] even up to 353 K, 

where the viscosity is less than that of [Pr41][Tf2N] at room temperature.  This lack of 

reaction is presumably due to the lower polarity and thus smaller driving force for 

electron transfer in the former ionic liquids. 

The dependence of < 𝜈 >em on temperature displayed in Figure SI-10 may be 

ascribed to the change in solvation time, which tracks that of viscosity.  At low 

temperatures solvent is essentially immobilized on the fluorescence time scale, whereas 

at the highest temperatures it is sufficiently fluid to achieve equilibrium within the S1 

)/(s)mPa/ln( 0TTBA -+=×h
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lifetime.  As shown here, < 𝜈 >em(T) of C152 and the dyad are very similar in each 

solvent, with the main difference being a ~120 larger frequency shift of C152, reflecting 

its greater solvatochromic response (Fig. 3.9).  The magnitude of the shifts observed in 

these two ionic liquids are also quite similar, 1420|1300 cm-1 in [N8881][Tf2N] and 

1420|1300 cm-1 in [P14,666][Tf2N] for C152|the dyad.  These similarities underscore the 

nearly identical effective polarities of these two solvents.  The dynamics are also rather 

similar, as indicated by their comparable viscosities at 293 K (Table A.2).  Solvation 

times have been measured in [P14,666][Tf2N] at three temperatures over the range 298-343 

K.13  Extrapolating these data, the (integral) solvation time of [P14,666][Tf2N] is predicted 

to be < 𝜏 >solv ~ 15 ns at 293 K.  Based on the difference in viscosities, the solvation 

time in [N8881][Tf2N] is expected to be about twice as long.  These values may be 

compared to <𝜏>solv ~ 0.37 ns in [Pr41][Tf2N].14   

Figure A.11 compares the temperature dependence of the lifetimes of C152 and 

the dyad in the two high-viscosity ionic liquids.  At lower temperatures, decays of both 

solutes showed some nonexponentiality; in these cases, the average time <𝜏> is plotted.  

Two important conclusions can be drawn from the data plotted.  First, the decay times 

<𝜏> of the two solutes are the same to within the 5% uncertainties in the data up to 313 K 

in [N8881][Tf2N] and 303 K in [P14,666][Tf2N].  Thus, below these temperatures, there is no 

indication of that electron transfer occurs in the dyad.  The fact that the dyad lifetimes 

either increase or remain constant at higher temperatures also rules out electron transfer 

occurring at higher temperatures, at least with rates much larger than 107 s-1.  Finally, it is 

clear that some process that quenches C152 emission becomes operative at above 

313/303 K, where both solvents have viscosities of ~220 mPa s.  It is likely that this 
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process is the TICT reaction discussed in Section B.  While it is clear that this process 

renders C152 a poor lifetime reference above these temperatures, it still appears to be 

valid at room temperature, as assumed here.  
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Figure A.9:  Emission spectra of C152 and the dyad in [P14,666][Tf2N] between 213-353 K. 
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Figure A.10:  (a) Parameterized viscosities of the ionic liquids studied.  The solid portions 
of the curves indicate the temperature range over which experimental data are available.  
(b, c) Average emission frequencies of C152 (blue) and the dyad (red) in [N8881][Tf2N] and 
[P14,666][Tf2N].  
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Table A.2:  Fits to Reported Viscosity Data of the Ionic Liquids(a) 

Ionic Liquid Tg/K T 
Range 

/K 

A B/K T0/K �(293 
K) 

h 
Refs. 

T1/2(b) 

/K 

[Pr41][Tf2N] 18615 278-
338 

-3.14 1266 128 92 7 — 

[N8881][Tf2N] 19216,17 273-
333 

-3.16 1325 157 715 3 282±3 

[P14,666][Tf2N] 20018,19 278-
368 

-3.58 
(-2.59) 

1257 
(1200) 

166 
(154) 

548 
(417) 

7,18-21 276±4 
 

(a) Parameters A, B, and T0 are based on fits of compiled literature data to the VFT function 
.  The fit for [Pr41][Tf2N] was taken directly from Ref.7.  The other 

fits include several data sets from the cited papers plus a point at the assumed value h(Tg)=1015 mPa s, 
used to constrain the low temperature behavior.  [P14,666][Tf2N] was not well fit when this Tg constraint 
was included.  The parameter values in parenthesis are those obtained without this added point.  

(b) T1/2 is the temperature at which sigmoidal fits to the emission frequencies of C152 and the dyad are 
halfway between their low and high temperature limits (averaged over the C152 and dyad data). 

 

)/(s)mPa/ln( 0TTBA -+=×h
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Figure A.11:  Average lifetimes of the dyad and C152 at different temperatures in 
[N8881][Tf2N] and [P14,666][Tf2N]. 
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Figure B.1: Steady state absorption and emission spectra of coumarins in acetonitrile 
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Figure B.2: Steady state absorption and emission spectra of coumarins in [Im41][Tf2N] 
 



164 

 

 
  

 

 
Figure B.3: Steady state absorption and emission spectra of coumarins in [Py4][Tf2N]. 
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B.1 [Py4][Tf2N] Impurity Absorption and Emission and its Effect on Coumarin 
Spectra 

Figure B.4 compares the absorbance (1 cm-1 pathlength) and emission spectra and 

emission decays of [Py4][Tf2N] with those of C2 (152) and C9 (1) under typical 

conditions employed here.  The emission spectra and decays were collected for the same 

excitation conditions and collection times for the neat solvent and for the coumarin-

containing solutions.  Figure B.4(a) shows the optical quality of the [Py4][Tf2N] used 

here to be quite good, with an OD < 0.1 down to 300 nm and much less where the 

coumarins were excited (~25,000 cm-1).  Emission of neat [Py4][Tf2N] is negligible 

compared to the emission of typical coumarin solutions.  In the example shown here, 

emission of C2 in [Py4][Tf2N] is about 20 times more intense than the solvent 

background, even though C2 has a quantum yield of <0.05 in this solvent.  The 

background emission becomes more problematic for coumarins C9 - C12, which have 

quantum yields of <10-3 in [Py4][Tf2N].  For C9, illustrated here, the solute and 

background emission are of comparable intensity, which increases the uncertainty in the 

reported emission characteristics. 

In C10 - C12, the least fluorescent of the coumarins in [Py4][Tf2N], it was not 

possible to adequately remove solvent emission by subtraction.  For these three dyes, the 

early-time spectra obtained from the KGE measurements were used to establish 

approximate solute emission frequencies.  This approach is illustrated in Figure B.5 for 

the case of C10 (102).  Prior to quenching (< 1 ps here) the spectra consist primarily of 

that C10 emission, whose emission peaks near 23,000 cm-1.  Once this solute emission is 

quenched, emission from the solvent begins to dominate, as shown by the peak 
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normalized spectra in panel (b).  At intermediate times two emission bands are evident in 

the KGE spectra enabling fits to two lognormal lineshape functions (Fig. B.5 (c)).  The 

width and asymmetry of the coumarin emission are constrained to be the same as 

observed in acetonitrile, and only the peak height and frequency are allowed to vary.  

Using the same approach provides reasonable estimates of the frequencies of C10 - C12 

under steady-state illumination, where the spectra are less clearly bimodal (panel (d)). 
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Figure B.4: Comparison of the (a) absorption and (b) emission spectra and (c) emission 
decays of neat [Py4][Tf2N] to two coumarin dye solutions.  In (b) and (c) the same 
excitation and emission collection parameters were used for the neat solvent and the dye 
solutions. 
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Figure B.5:  Spectra of C10/102 in [Py4][Tf2N] illustrating the method of extracting C10 
spectral information from the steady-state spectrum:  (a) time-resolved emission at the 
times indicated; (b) peak-normalized spectra at the same times as panel (a) (solid curves) 
and the steady-state spectrum (“SS”, points); (c) fit of the 5 ps. 
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B.2 Oxidation Potentials from Cyclic Voltammetry and Quantum Chemical 
Calculations 

 Representative cyclic voltammetry data are shown in Figure B.6 for the 

coumarins C3/337 and C11/102.  Shown are three oxidation cycles scanned at a rate of 

100 mV/s.  C3 provides an example of a chemically reversible measurement.  The 

oxidation and reduction half cycles are of approximately equal area and change little 

upon repeated scanning.  For such cases the value of the oxidation potential was taken as 

E1/2, the average of the potentials of the positive and negative current peaks.  The 

difference between the positive and negative (100 mV for C3) ranged between 100-250 

mV in these measurements, all larger than the Nernstian ideal of 57 mV.1  C11 is an 

example of an irreversible reaction.  Only a small fraction of the C11 oxidized in the 

forward cycle is reduced back to neutral form in the reverse cycle, and successive sweeps 

continue to decrease in current amplitude.  Of the coumarins studied, irreversible 

behavior was observed for C9/1, C10/6H and C11/102 and largely reversible behavior 

for the remainder.   

 To estimate the oxidation potentials for the two coumarins (C1/151 and C4/545) 

not directly measured, we explored the use of two previously reported computational 

methods.  The first was an early approach developed by Crespo-Hernández et. al3 for 

predicting the redox properties of DNA nucleosides, nucleobases, and related molecules.  

They showed that simple calculations of gas-phase vertical ionization energies (VIEs) 

and electron affinities (VEAs) calculated at the B3LYP/6-31++G(d,p) level sufficed to 

correlate high-quality redox data on 20 organic molecules having features similar to the 

target DNA species.5  Relevant to the present work, Crespo-Hernandez et al. showed that 
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these correlations provided good predictions for the solution-phase oxidation and 

reduction potentials of six 7-amino and 7-methoxy dyes.  They proposed the following 

equations for estimating oxidation (𝐸676 ) and reduction (𝐸:;!6 ) potentials in acetonitrile 

relative to the normal hydrogen electrode (NHE)  

 𝐸676 = (−2.59 ± 0.26) + (0.56	 ± 0.03) × 𝑉𝐼𝐸   (B.1) 

 𝐸:;!6 = (−2.09 ± 0.03) ± (0.81	 ± 0.05) × 𝑉𝐸𝐴   (B.2) 

with potentials in units of V.  (For prediction of potentials relative to SCE requires 

subtraction of 0.241 V from these equations.) 

 The second, more recent method, developed by Roth et. al.6 employs an implicit 

solvent representation rather than gas-phase calculations.  This process was developed for 

applicability to a much wider range of molecules, and it was calibrated against to data on 

180 organic molecules.  For this method, of the optimized structures and frequencies of 

the neutral and charged species were calculated at the with B3LYP/6-31+G(d,p) level in 

the presence of a conductor-like polarizable continuum model (CPCM) to account for 

solvation in acetonitrile.  The difference in free energies between the neutral and oxidized 

states,  

 ∆𝐺=/?
6,PKQP = 𝐺?RE(𝑛𝑒𝑢𝑡𝑟𝑎𝑙) −	𝐺?RE(𝑜𝑥𝑖𝑑𝑖𝑧𝑒𝑑)  (B.3) 

is used to calculate the oxidation potential 𝐸=/?
6,PKQP via 

  𝐸=/?
6,PKQP = −

∆../(
0,2342

L5ℱ
− 𝐸=/?

6,:;T,               (B.4) 

where the ne is number of electrons involved (1 here) and ℱ is Faraday’s constant.  𝐸=/?
6,:;T 

here is subtracted to adjust the value to a reference electrode. For this paper, we report all 
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values as saturated calomel electrode (SCE), so 𝐸=/?
6,:;T= 4.037 eV. This value is a 

combination of the initial adjustment to a standard hydrogen electrode (SHE) of 4.281 eV 

and the adjustment from SHE to SCE of 0.244 eV.7  

𝐸=/?
6,PKQP = −

∆../(
0,2342

L5ℱ
− 𝐸=/?

6,:;T                                      (B.5) 

The table compiling the results from the experimental measurements and calculations 

from both methods is shown below in Table B.1. The vertical ionization potential from 

the CH method and the ∆Gox from the Roth method were plotted against the 

experimentally observed oxidation potentials for the coumarins studied shown in Figure 

B.7. The trendline from these plots were used to estimate the optimized experimental 

values for both methods. 
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Figure B.6:  Cyclic voltammetry measurements of (a) C3/337 and (b) C11/102 in 
acetonitrile. 
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Table B.1: Compilation of data from calculations estimating oxidation potentials using methods of 
Crespo-Hernández et. al. and Roth et. al. 

Paper 
Label 

Kodak 
Label 

Observed 
Eox   
/ V 

vs. SCE 

C-H Calc 
Vertial IP /V 

C-H Calc 
Eox 

/ V (a) 

C-H 
Calc Eox 

Opt  
/ V (b)  

Roth 
Calc  
ΔGox 
/ V 

Roth 
Calc 
Eox 

/ V (a) 

Roth 
Calc Eox 

Opt 
/ V (b)  

C2 152 0.91(2) 7.57 1.404 0.96 5.64 1.12 0.99 
C3 337 0.73(4) 7.32 1.267 0.86 5.45 0.93 0.84 
C5 334 0.67(2) 7.14 1.167 0.79 5.38 0.85 0.78 
C6 498 0.75(2) 6.93 1.049 0.71 5.44 0.92 0.83 
C7 153 0.67(2) 7.21 1.203 0.82 5.33 0.81 0.75 
C8 314 0.67(2) 6.92 1.042 0.7 5.35 0.82 0.76 
C9 1 0.73(3) 7.14 1.163 0.79 5.4 0.88 0.80 
C10 6H 0.45(2) 6.96 1.064 0.72 5.16 0.64 0.61 
C11 102 0.50(2) 6.91 1.036 0.7 5.14 0.62 0.59 
C12 478 0.45(2) 6.59 0.854 0.57 5.05 0.53 0.52 

   Std Err: (c) 0.1 0.07  0.05 0.04 
   Mean Rel. 

Abs. Err: (d) 0.5 0.09  0.08 0.04 
         

C1 151 -- 8.09 1.696 1.16 5.92 1.4 1.22 
C4 545 -- 6.6 0.863 0.58 5.21 0.69 0.65 

 

(a) Calculated values using the correlation provided by original work 
(b) Calculated values using the best fit of observed to calculated values (i.e. Vert IP for C-H and dG_ox for 

Roth) 
(c) Standard error of fit (using regression toll of Excel) 
(d) Mean Absolute Relative Error (average of |Calc-Exp|/Exp) 
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Figure B.7:  Results of computational estimations of calculated oxidation potential vs. 
experimental results for coumarins with reversible oxidation peaks using methods by Roth 
et. al.6 and Crespo-Hernádez et. al.3 using Gaussian 09 calculations. 
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Figure B.8:  Correlation between the net Hammett 𝜎 values of substituents at the 3 and 4 
coumarin ring positions and ∆𝐺*+, 𝐸67, and Δ𝐺<=. Effective values of 𝜎 were obtained 
from the tabulation in Ref. 8 assuming 𝜎;TT ≅ 𝜎U

(F) + 𝜎V
(3) where para and meta refer to 

the location relative to the 7-amino ring position. Values of 	𝜎;TT calculated in this manner 
for C1-C12 are: 0.43, 0.43, 0.66, n.a., 0.50, 0.72, 0.43, 0.45, -0.069, 0, -0.069, -0.221. 
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Figure B.9: Representative data for Stern-Volmer experiment in acetonitrile with 
[Py4][Tf2N] as addition quencher to C11/102. (a) Steady state absorption spectra. (b) 
Steady state emission spectra. (c) TCSPC emission decays. (d) Resulting Stern-Volmer 
analysis from both steady-state and time-resolved results. 
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B.3 Photodegradation of Coumarins by Py4+ and its Effects 

 As briefly discussed in Chapter 4, all of the coumarin dyes studied here showed 

some signs of photodegradation in the presence of Py4+.  Samples of coumarins, either in 

the presence of dilute [Py4][Tf2N] in acetonitrile or in neat [Py4][Tf2N] were stable in the 

dark.  There was also little change in moderate exposure to room light or under normal 

conditions used for steady-state spectroscopy.  Substantial degradation was only observed 

upon laser irradiation in TCSPC measurements.  The situation in dilute acetonitrile 

solutions is illustrated by the C3 (337) data in Figure B.10.  C3 exhibited some of the 

largest effects of photodegradation of all of the solutes examined.  Figure MM-C1 shows 

a pair of experiments in which two identical samples of C3 in acetonitrile were subjected 

to 1 hour of laser irradiation (400 nm) in the presence of either 100 mM [Im41][Tf2N] (top 

panels) or 100 mM [Py4][Tf2N].  Emission decays were collected during irradiation, 

which was interrupted every 10 minutes to quickly record absorption and emission 

spectra.  In the case of dilute [Im41][Tf2N] the spectra show little systematic variation 

with time and the emission decays (490 nm) are single exponential with time constant 

3.71 ± 0.02 ns over the 7 samples.  In contrast, in the 100 mM [Py4][Tf2N] case, more 

than half of the absorbance and emission intensity is lost during irradiation.  There is also 

an approximate isosbestic point near 26,000 cm-1 suggesting potentially a direct 

conversion of C3 to some UV-absorbing product.  The emission decay profile (Figure 

B.10 (f)) shows a marked change after only 10 minutes after which the time-zero 

amplitude continues to decrease and the slowly decaying tail increases in relative 

importance.  These comparisons indicate that electron transfer to the Py4+ cation is 
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responsible for initiating the irreversible degradation observed for C3 and the other 

coumarins. 

 Figure B.11 shows emission decays of four coumarins in neat [Py4][Tf2N].  These 

decays were recorded under continuous laser irradiation without removing the sample to 

record absorption or emission spectra.  The behavior displayed here is representative of 

the behavior observed in the other coumarins.  C3 (337) again shows the most rapid 

change with irradiation.  In all cases, leads to a decreasing t=0 amplitude, and in most 

cases, this decrease is accompanied by a growth in nanosecond components of the 

decays.  In some cases, such as C12 here, the characteristics of the decay change little 

and any slow component buildup is too small to interfere with measurement of the faster 

components of interest.  No signs of such photodegradation were observed for coumarins 

in neat [Im41][Tf2N].  Based on measurements of this sort, the coumarins can be 

categorized as being minimally (C5, C6, C7, C9, C10), moderately (C1, C2, C4, C12), 

and most (C3, C11) affected by photodegradation as it may interfere with proper 

measurement of the electron transfer quenching kinetics.  No relationship between these 

groupings and any of the properties of these fluorophores examined here were found.   

 It should be noted that the aforementioned samples were not stirred because of the 

difficulty of doing so with high-viscosity liquids like [Py4][Tf2N] and [Im41][Tf2N].  In 

these samples, it is likely that photoreaction was largely confined to the neighborhood of 

the ~ 1 mm zone of the sample being irradiated.  This supposition was confirmed with the 

more fluid acetonitrile samples by inverting the cuvette several times during a 

measurement series.  Doing so returned the absorption and emission characteristics closer 

to those prior to irradiation but did not reverse the changes completely.  In order to 
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minimize the effect of laser degradation in the dilute fluorescence quenching experiments 

and the TCSPC measurements in neat [Py4][Tf2N] we exposure of the sample to laser 

irradiation was limited to less than 4 minutes.  In addition, when analyzing the dilute 

quenching kinetics, kq values were those extrapolated to time zero, in order to help 

minimize effects of cumulative degradation of the higher concentration samples.  

 In the KGE experiments ~10 mL of sample was flowed throughout data 

collection.  In these experiments, no evidence of photodegradation was observed over the 

course of three successive measurements, which typically required a time of about three 

hours.   
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Figure B.10: Set of absorption, emission, and TCSPC measurements of C3/337 in 
acetonitrile in neat (a-c) [Im41][Tf2N] and (d-f) [Py4][Tf2N] over time. Excitation 
wavelength for both sets is 400 nm and emission decays were collected at 470 nm for 
TCSPC measurements.  
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Figure B.11 TCSPC emission decays in neat [Py4][Tf2N], measured over time to 
demonstrate the photodegradation of the coumarins. 
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Table B.2: Results of Stern-Volmer measurements of coumarins in acetonitrile with Py4+ added 
as quencher 

Probe 𝜏0 
/ ns 

a 
/ M-1 

b 
/ M-2 

SS kq(a)
 

/ 1010 s-1 
a 

TR kq(b)
 

/ 1010 s-1 
fobs(c)

 

C1 151 5.15 54 - 10(1) 43 9(1) 0.94 
C2 152 2.08 17 - 8(1) 16 8(1) 0.95 
C3 337 3.76 36 - 10(1) 31 9(1) 0.95 
C4 545 2.77 44 - 16(2) 30 11(1) 0.88 
C5 334 3.40 43 - 12(1) 34 10(1) 1.00 
C6 498 3.89 44 - 12(1) 38 9(1) 0.92 
C7 153 5.68 67 - 11(2) 54 9(1) 0.97 
C8 314 3.32 32 67 10(1) 37 11(1) 0.95 
C9 1 5.15 54 122 11(1) 56 11(1) 0.96 
C10 6H 3.96 77 202 17(6) 72 18(2) 0.96 
C11 102 3.75 65 248 18(2) 73 20(2) 0.97 
C12 106 3.35 77 320 23(2) 75 23(2) 0.95 

 

 
(a) SS kq = a/𝜏0, where a is the fitted slope of the plot I0/I vs. [Py4][Tf2N] (y = a[Q] + 1). 
(b) TR kq = a/𝜏0, where a is the fitted linear slope of the plot I0/I vs. [Py4][Tf2N] (y = b[Q]2 + 

a[Q] +1). 
(c) fobs is the fraction of the reaction observed from the time-resolved experiments, where 

𝑓6WX = 1 + Y
Y+
+ Z[\

[+
. 
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Figure B.12: A representative KGE data set of C10/6H in neat [Py4][Tf2N].  (a) Time-
resolved spectra (solid curves) and lognormal fits (dashed).  (b) The peak frequency and 
(c) the normalized peak height and integrated area.  Symbols in panels (b) and (c) are the 
KGE data and the curves are multi-exponential fits. 
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B.4 Combining of TCSPC and KGE Data Sets 

To obtain more complete representations of the S1 population decay kinetics, S(t), 

data from the TCSPC and KGE experiments were combined in the following manner.  

First, KGE and TCSPC data were and were individually fit to multi-exponential functions 

of time to partially remove instrumental broadening.  The KGE data consisted of 

complete time-resolved spectra, and the time-dependence of both the peak and integral 

intensities of the fitted lognormal spectra were used to represent the population decays.  

These decays required between 2-3 exponential components for proper fit.  Because three 

replicate sets of time-resolved spectra were collected, a total of six intensity decays were 

available for each system.  After normalizing at t=0, the mean and the standard deviation 

of the mean of the 6 decays at each time were used as the best representation of the data 

and its uncertainty.  An example data set (C7, coumarin 153) is shown in Fig. B.13 (a), 

and the mean decay and its uncertainty of this set are shown in Fig. B.13 (b).   

The TCSPC data consisted of single-wavelengths decays (4 nm bandpass) collected near 

the peak of the steady-state emission.  It is clear from Fig. B.13(b) that much of the decay 

faster than the ~25 ps response of the TCSPC experiment are missed by this technique.  

To combine the short-time KGE data and the long-time TCSPC data, it is assumed that 

the long-time decay measured by TCSPC experiments is correct apart from an overall 

scaling factor.  A composited decay is therefore determined by scaling the TCSPC data to 

best match the average KGE data over the range 50-200 ps, shaded region in Fig. B.13 

(b), where both experiments are expected to provide reliable results.  The result is the red 

curve in Fig. B.13(c).  The scale factor required in the case of C7 shown here is 0.56.  
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This value is typical of slower fluorophores.  For the faster-reacting solutes C9 - C12, 

values are much smaller, and the TCSPC data contributes little to the composite decays. 
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Figure B.13:  C7/153 data illustrating the method of combining KGE and TCSPC data.  (a) 
Normalized peak (pk, blue) and integral (int, green) intensities from three KGE data sets.  
(b) Average (solid green curve) and uncertainties (dotted green) from the data in panel (a) 
as well as the normalized TCSPC decay collected at the steady-state emission peak.  (c) 
The composite data set (solid red) and its components – the KGE data in lime green and 
the scaled TCSPC decay (blue).  The combined set is an interpolation of the KGE data for 
t £ 50 ps, the scaled TCSPC data for t ³ 200 ps, and a weighted average of the two between 
50 < t < 200 ps, the gray shaded region in panel (b). 
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B.5 Maximum Entropy Estimation of Lifetime Distributions:9-12    

Lifetime distributions A(t) were obtained from the normalized composite decays 

 by fitting them with the model  

  ,     (B.6) 

where the tj are M = 40 logarithmically space time constants between 10-2 – 104 ps.  The 

amplitudes were those that maximized the Shannon-Jaynes entropy of the discretized 

distribution, 

  ,       (B.7) 

subject to the least-squares constraint  

      (B.8) 

The composite decays In(t) where represented at 200 logartithmically spaced times ti 

between 10-3 – 104 ps.  Rather than directly using individual uncertainties s(ti) in Eq. B.8, 

we instead used the mean value  for all ti in order to smooth the 

resulting lifetime distributions.  These calculations were carried out in Matlab using the 

optimization routine fmincon.  Representative fits to In(t) and the resulting A(t) 

distributions obtained from them are shown in Figure B.14. 
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Figure B.14:  Two example fits to composite In(t) decays for C4/153 and C10/6H.  Panels 
(a) show average composite S(t) curves (solid) and the uncertainties used in fitting (dashed 
limiting curves).  Panels (b) reproduce the average In(t) data (solid blue curve) and their 
fits (red dashed curve).  Panels (c) are the lifetime distributions that provide the fits shown 
in panels (b).  The points in these distributions show the 40 discrete {tj} used to represent 
them. 
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